
measured inefficiencies in this sample are much smaller
than in the nominal Monte Carlo. We find that ∼90% of the
measured tracking inefficiency results from accidentals.
The impact of accidental activity is well-modeled in the
MC and the observed data-MC discrepancy is largely
independent of intensity, as seen in Table I. We conclude
that much of the −0.68% correction to the efficiency cannot
be attributed to accidental activity. Since this discrepancy
is unexplained, we assign a systematic uncertainty on the
Dalitz branching ratio measurement that is equal to the full
size of the correction to the efficiency.

2. Acceptance correction for relative
trigger efficiencies

The KL → 3π0D signal and KL → π0π0π0 normalization
events are selected with different triggers. To measure the
relative inefficiencies between the two triggers, we use a
rescaled sample of events from the normalization mode
trigger that do not have any Level 3 requirements applied.
We apply the KL → 3π0D reconstruction algorithm and
selection criteria to this sample and search for events that
would be included in the Dalitz analysis but are not included
in the sample selected by the Dalitz trigger. All requirements
are the same as in the primary analysis except that the cell
separation cut is removed to increase statistics. In this sample
of 716 events, we find one event that passes all other Dalitz
selection criteria but is not included in the Dalitz sample. The
same study is performed on Monte Carlo events with no
measurable relative trigger inefficiency found. This data-
Monte Carlo difference in trigger inefficiency of 0.14%
is applied as a correction to the acceptance. We assign a
systematic uncertainty on the Dalitz branching ratio meas-
urement that is equal to the size of the correction.
We also measure the absolute inefficiency of the trigger

used to select KL → π0π0π0 decays for the normalization
sample. We study data from a minimum bias trigger and

search for events that would be accepted by the KL →
π0π0π0 analysis but were not selected by the KL → π0π0π0

trigger. We select a sample of ∼500; 000 KL → π0π0π0

decays from the minimum bias trigger and measure the
trigger inefficiency to be ð0.0042" 0.0010Þ%. There is no
trigger inefficiency simulated in the Monte Carlo, so the
full inefficiency is a data-MC bias. We do not correct
for this small inefficiency. We apply the standard KTeV
procedure for setting systematic uncertainties that includes
the statistical precision of the study [11]; we find a
systematic uncertainty in the Dalitz branching ratio meas-
urement of 0.0047%.
A prescale of 2 at the hardware level and of 5=2 at the

software level is applied to the KL → π0π0π0 trigger; there
is no prescale applied to the KL → 3π0D sample. Any
deviation of the prescale from the nominal values will
produce a bias in the branching ratio measurement. The
software prescale has no inaccuracy. We study the hardware
prescale accuracy using scaler counts of the number of
events before and after the hardware prescale was applied
during data collection. For each individual run and for
all runs combined, we calculate the ratio of events, R ¼
Nf=Ni, after prescaling (NF) to before prescaling (Ni), and
the statistical uncertainty of each ratio. The average ratio is
Ravg ¼ 0.500044" 0.000003. In Fig. 2, we plot the num-
ber of statistical sigmas from average for each run. We find
a number of runs in which the measured prescale is
significantly different from the nominal value; this indi-
cates a small, intermittent defect in the prescale electronics.
As ∼90% of runs have a discrepancy of less than 5σ,
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FIG. 2. Distribution of difference from the average value for ratio
of number of events before to number of events after hardware
prescale is applied, in units of statistical standard deviations.

TABLE I. Tracking inefficiencies in KL → πþπ−π0 data and
Monte Carlo, for two different beam intensities. The correction
applied to the acceptance is the difference between the total data
inefficiency and the total MC inefficiency.

Tracking inefficiency

Medium intensity High intensity

Data
2η1 3.48% 4.90%
η0 0.19% 0.21%
Total 3.67% 5.11%

Monte Carlo
2η1 2.97% 4.31%
η0 0.05% 0.09%
Total 3.02% 4.40%

Correction 0.65% 0.72%
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