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Chapter 1

Introduction

Symmetries are a common tool that physicists use to understand the fundamental

laws that define the universe. In addition to the more well-known conserved quan-

tities such as charge, energy and momentum 1 there are other symmetries known as

C,P and T, which stand for Charge conjugation, Parity reversal, and Time reversal

respectively. Charge conjugation, when applied to a particle, transforms it to its

corresponding antiparticle and reverses the electric charge. Parity reversal flips the

sign of all dimensions in a coordinate system, which results in any linear momentum

vectors being reversed. The final symmetry is Time reversal, which simply flips the

flow of time. If these were all conserved at all times, physical law would be invariant

between particles and antiparticles, the usual world and a matching “mirror-reversed

world”, and the usual world and the world in “reverse”. It was once thought that

each of these symmetries was in fact conserved, however it was observed [1] that not

only does the weak interaction 2 violate parity, it does so at the level of 100 %. It was

very quickly assumed that the combined operation of C and P, of course referred to

as CP, would then be conserved. However, once the decay KL → π+π− [2], which is

a CP violating reaction, was observed, this hope was dashed. The final unvarnished

symmetry is CPT, which has survived a number of very strong tests. An example of a

violation of CPT would be the case where the mass of a given particle was not equal to

the mass of it’s corresponding anti-particle. Since CPT is conserved in the Standard

1Conservation of momentum and energy are actually linked by relativity. It is more accurate to
say that 4-momentum is conserved. As a consequence, mass isn’t conserved.

2The weak interaction is a short range force responsible for the β decay of various unstable atoms.

1
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Model, any violation would be a major landscape changing event for physicists.

The violation of CP was fortuitous, as it is needed to explain the lack of naturally

occurring anti-matter in the universe [3] 3 The type of CP violation exposed in the

decay KL → π+π− was later shown to be mostly due to mixing between K0 and K̄04.

This type of CP violation is referred to as “indirect” CP violation. However, direct

CP violation, which is CP violation that occurs in weak decays, is shown to also

contribute to KL → π+π− decays. This identifies the weak interaction as a source

of CP violation. After much work with kaon and B-meson decays, the level of CP

violation present in the weak interaction is well understood, and it is now obvious

that the observed amount of CP violation is not sufficient to explain the absence of

cosmological anti-matter. It is possible that the strong interaction5 also violates CP,

and after the discovery of neutrino-mixing, whatever process responsible is another

possible source of CP violation. While CP violation in the quark sector may not

explain the matter/anti-matter asymmetry in the universe, it can still serve as a

sensitive probe for new physics.

The KTeV experiment had two primary goals: the first was the measurement of

the value of Re
(

ε′

ε

)
which describes the amount of direct CP violation present in

KL → π+π− while the second was the search for a number of very rare neutral kaon

decays. It established a non-zero value for Re
(

ε′

ε

)
showing that direct CP violation

exists, and hence the weak interaction violates CP symmetry. KTeV produced very

intense, twin neutral kaon beams which then traveled through the KTeV detector.

One beam was converted into a mixture of long lived and short lived neutral kaons.

Some of these neutral kaons decay inside the KTeV detector, allowing various proper-

ties to be studied, mainly the physics responsible for determining how quickly and in

what manner the kaons decay. Various models can be tested and refined by looking

at how the kaon decay—how many daughter particles are produced by the decay, the

energies and orientation of these decay products, and due to KTeV’s unique design,

3Whenever energy is converted into matter, an equal amount of anti-matter is created. Corre-
spondingly, matter and anti-matter will annihilate each other, the end result which will be pure
energy.

4KL is the longer lived neutral kaon. It is a real particle, with a well defined lifetime and mass.
However, K0 and K̄0 are the particles that are produced by the weak interaction. KL is an admixture
of K0 and K̄0 particles.

5This is a short range force responsible for the binding of quarks together to form atomic nuclei
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the lifetime of each kaon before it decays.

This thesis presents a study of the neutral kaon decay KL,S → π+π−γ . It mea-

sures the amount of CP violation present in this particular decay by looking at how

the probability of the decay varies with time. If we inspect Figure 1.1, which is a

distribution of the time of flight of KL,S → π+π−γ events ( the time it took them to

pass a certain point in the detector and decay ) we can see that it is composed of

three components. Beginning at τ = 0 the histogram has a steep slope owing to the

short lifetime of the KS. Then the “wiggle” appears, indicating quantum mechanical

interference between the KL and KS. The fact that KL and KS interfere in this

decay indicate that CP violation is present. Finally, the histogram smooths out into

a region dominated by KL decays.

In the past, the amount of CP violation present in this decay ( as well as in

KL,S → π+π−decays ) was measured by quantifying the size of this “wiggle” or “dip”.

The majority of the CP violation indicated by this bump will be “mixing” type CP

violation, coming from the underlying KL,S → π+π− decay. A much smaller amount

will be due to the direct CP violation present in the KL,S → π+π− decay. However, a

small amount may also be due to direct CP violation present in KL,S → π+π−γ only.

This direct CP violation will also show up in a plot of the photon energy as measured

in the rest frame of the decaying kaon. Figure 1.2 is such a plot. While the majority

of KL,S → π+π−γ decays occur via either the Inner Bremsstrahlung (IB) process, in

which low energy photons are produced, or the direct emission (DE) process, in which

higher energy photons are produced, a direct CP violating process would result in

intermediate energy photons being produced. The strategy used in this analysis is

then the search for a component in the KL,S → π+π−γ decay which shows a “wiggle”

which is both time and photon energy dependent. This “wiggle” can be clearly seen

in Figure 1.3

After filtering the data in order to reject kaon decay which are not KL,S → π+π−γ

decays, the correlated distribution of photon energy, photon emission direction and

proper kaon lifetime is used to estimate the amount of direct CP violation present in

this decay. The method of maximum likelihood is used in order to perform the esti-

mation. This process involves calculating the probability that a given KL,S → π+π−γ

decay with certain characteristics will be observed, and then computing the product,

over the entire dataset, of all these probabilities. The parameters which describe the
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physics of the decay, including the amount of direct CP violation present, are varied

until this product, called the likelihood, is maximized. Once this is done, the best

estimation of the various parameters has been found. However, due to the limited

number of KL,S → π+π−γ events obtained, there will be a certain amount of uncer-

tainty in the value of each of these parameters. This is referred to as “statistical”

error, and describes the range in which there is a 68% chance that the actual value of

the parameter is included. In addition to the statistical error, there is also a certain

amount of uncertainity arising from the methodology or assumptions of the experi-

ment and/or analysis. This is referred to as “systematic” error, and describes how

sensitive the best estimates of the parameters are to the way the analysis was carried

out.

The goal of this dissertation is then to obtain the best estimate of the amount of

direct CP violation in the neutral kaon decay KL,S → π+π−γ . The statistical and

systematic errors on this parameter will also be estimated in order to determine if the

result is either consistent or inconsistent with no direct CP violation being present. In

addition, various other characteristics describing the KL,S → π+π−γ decay will also

be studied.
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Chapter 2

The Decay KL,S → π+π−γ

2.1 Introduction

Shortly after the discovery of indirect CP violation in KL → π+π− it was realized

[4, 5] that the associated radiative decay, KL → π+π−γ, could also provide a window

into this phenomenon. Soon after the discovery [6] of KL → π+π−γ it was observed

[7] that this particular decay is composed of at least two different processes, inner

bremsstrahlung (IB), where a photon is emitted, via bremsstrahlung, from one of

the two charged pions in KL → π+π−, and direct emission (DE), where the photon

originates from the decay vertex itself before the quarks hadronize into pions. This

direct emission process is usually approximated as a pure magnetic dipole (M1) tran-

sition. In contrast, the decay KS → π+π−γ occurs predominantly through the inner

bremsstrahlung process. The reason for such asymmetry between KL and KS is the

fact that the decay KL → π+π− is CP violating and thus suppressed, while the decay

KS → π+π− is not. Since the IB process occurs after these decays, KL → π+π−γ via

IB is also suppressed, allowing the DE process to be seen. These two processes are

illustrated in the Feynman diagrams in Figures 2.1 and 2.2.

For this study, the inner bremsstrahlung process is uninteresting, as it is just

the radiative tail of the well studied process KL,S → π+π−. It is the direct emission

processes which are most interesting here. The direct emission process has been

observed and well measured in a number of analyses [7, 8, 9, 10, 11]. For the KL the

direct emission process can be shown to be dominated by the magnetic transistion

9
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KL,S

π+

γ

 π−

Inner Bremsstrahlung Emission

Figure 2.1: A Feynman diagram of the inner bremsstrahlung process. This process is
an electric dipole (E1) process and is dominant in the decay of the KS

due to the lack of a large amount of interference with the IB process, however the

photon energy spectrum is not described as a pure M1 process owing to the presence

of mediating vector mesons in the decay. Reference [7] was the first to observe this,

and to attempt to fit a ρ meson propagator to the photon energy spectrum. Reference

[12] developed a model which agrees with the experimental study, while the models

developed by [13, 14] do not. The M1 process will be present in the KL decay, where

it is a CP conserving process. However, for the KS decay, this process is CP violating,

so should be negligible. The M1 process is most interesting for practitioners of chiral

perturbation theory, a method for performing calculations involving strong interaction

processes at low energy, where perturbative QCD theory is by definition not valid.

In chiral perturbation theory, [15, 16] the lowest order terms do not contribute to the

M1 amplitude, which makes it sensitive to higher order terms which are not as well

understood.

Finally, the most interesting process is the E1 direct emission process. Since it is

an electric process, an interference term will be present between this process and the
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KL,S

π+

γ

 π−

Direct Emission

Figure 2.2: A Feynman diagram of the direct emission process. For the KL, the
multipole expansion for this process is dominated by the magnetic quadrupole (M1)
term. The search for part of the electric dipole (E1) term is the purpose of this thesis.

IB process, boosting the contribution of this process, perhaps to an amount where

observation is possible. Thus, even though the DE process is expected to be so much

smaller than the IB process, it may still be observed by searching for interference

with the dominant IB process. For the KS the E1 DE process will be CP conserving,

implying this will be the largest term beyond the pure IB amplitude. However, for

the KL this process is CP violating, meaning that it will be much smaller than the

M1 process. An upper limit on the size of this term has been set using a study [11]

of the Dalitz plot of the KL decay. Interestingly, a similar search using the decay

KL → π+π−e+e− [10], with much lower statistics resulted in a tighter upper limit. In

this particular decay, the dilepton pair act as an analyzer, allowing the polarization

of the photon to be observed instead of being summed over. When the polarization

is not summed over, the E1 and M1 DE amplitudes may interfere with each other,

boosting the effect of any E1 DE term. More observables are also available in this

mode which can be used in a Dalitz analysis. The conclusion to draw from this is
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that the Dalitz plot isn’t particularly sensitive to interference between any E1 DE

term and the IB term.

It should be noted that both of these studies only allowed for a E1 process which is

due to mixing, which would then exhibit indirect CP violation. However, this process

can also be due to a direct CP violating term in which the K2 CP eigenstate decays

via the E1 DE process. This is the term of the most interest. This process would

be present in the KL but not the KS where it would be doubly (indirect and direct)

CP violating. Since it isn’t present in the decay of the KS, the direct CP violating

term would be most visible in the interference between the KL and KS . It should

be mentioned that observation of this term would be an independent test of direct

CP violation, different than the observation of non-zero Re
(

ε′

ε

)
and would constitute

only the third sighting of direct CP violation1.

In order to search for this direct CP violating process, we must first develop a

model of the decay, with dependence on the possible observables, which parameterizes

the relative sizes of the different process that contribute to KL,S → π+π−γ . In order

to allow the interference between the KL and KS states to be used, this model must

also allow for the decay from both particles.

In the following sections, and throughout this thesis, the phenomenological model

is parameterized according to [17], except for the form of the E1 DE term. Previous

works [10, 11],which have used the notation of [17], have assumed that, if present,

this decay is due solely to the indirect CP violating process. Doing so fixes the phase

of the E1 DE amplitude to be given by:

arg

[
EDE (KL)

MDE (KL)

]
= φ+− (2.1)

However, a direct CP violating amplitude would have:

arg

[
EDE (KL)

MDE (KL)

]
=
π

2
(2.2)

In order to be consistent with the previous experimental formalism, the parameter

1The first definite proof of direct CP violation came from the measurement of Re
(

ε′

ε

)
while the

second comes from neutral B meson decays
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gE1 is used to describe only the indirect CP violating part of the amplitude. The

parameter ê , identical to the parameter of the same name in [16], is used to denote

the strength of the direct CP violating part of the amplitude. This parameter will be

discussed more fully in Section 2.4.1.

2.2 Decay rate as a function of invariant amplitude

For an arbitrary initial particle state , the partial decay rate (i.e. the rate of the

transition from the initial state into the final state, which in this case is into two

charged pions and a photon) is given by [18, 19]:

dΓ =
(2π)4

2M
|M|2 δ4

(
P −

n∑

i=1

pi

)
n∏

i=1

d3pi

(2π)3 2Ei

(2.3)

where

M is the invariant mass of the decaying particle, and is equal to MK in this case.

P is the momentum of the decaying particle.

pi is the 3-momentum of the ith daughter particle.

Ei is the energy of the ith daughter particle.

M is the invariant amplitude of the decay.

Then, for a three body decay:

dΓ =
1

(2π)5 2M
|M|2 δ4 (P − p1 − p2 − p3)

d3p1

2E1

d3p2

2E2

d3p3

2E3
(2.4)

In the case of the KL,S → π+π−γ decay, which is a three body process, two in-

dependent parameters are able to completely describe the orientation of the decay

products. Since the purpose of this study is to measure the strengths of the different

photon emission processes, the photon energy and direction will be the best choices

for the independent observables. E∗
γ is the energy of the emitted photon in the rest

frame of the decaying kaon. The direction will be the angle between the γ and π+
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momenta in the frame in which the pion 3-momenta are anti-parallel2. This frame is

also referred to as the ππ rest frame.

According to section 3.7 of [19], the delta function in equation 2.4 can be removed

by partial integration over particle momenta, which results in:

dΓ =
1

2M

1

256π5
|M|2 dE1dE2dΩdφ (2.5)

where Ω denotes two angles giving the orientation of p1 , φ is an angle of rotation

and E1 and E2 are the energy of two of the daughter particles in the rest frame of the

kaon. Since the matrix element is invariant over rotations in the coordinate system,

we can integrate over Ω and φ yields:

dΓ =
1

2M

8π2

256π5
|M|2 dE1dE2

=
1

2M

1

32π3
|M|2 dE1dE2

(2.6)

Since we desire that one of the kinematic variables be E∗
γ let us choose E1 = E∗

γ

and E2 to be the energy of the π+. Using the result in section A.4 to make the change

of variables dE2 =
βE∗

γ

2
dcos (θ) we can then write:

dΓ =
1

MK

1

128π3
βE∗

γ |M|2 dE∗
γdcos (θ) (2.7)

where β is simply the pion velocity in the ππ rest frame.

As the decay rate depends on the square of the matrix element, the next step is

introduce the matrix element for the decay K → π+π−γ.

2.3 Matrix Element for Kaon Decay

The most general matrix element that describes a neutral kaon decaying into a π+

with 4-momentum p+, a π− with 4-momentum p−, and a γ with 4-momentum q and

2Using this frame greatly simplifies the evaluation of the matrix element.
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polarization vector ε is[20, 21]:

M =
e |fS|
M4

K

[[EIB (K) + EDE (K)] [(ε · p+) (q · p−) − (ε · p−) (q · p+)]

+ MDE (K)
[
ελµρσε

λqµpρ
+p

σ
−
]]

(2.8)

where

EIB is the amplitude for the inner bremsstrahlung transition.

EDE is the amplitude for the direct emission electric transition.

MDE is the amplitude for the direct emission magnetic transition.

ελµρσ is the totally anti-symmetric Levi-Civita tensor.

e is the electron charge.

fS is a constant related to the decay rate of KS → π+π− .

MK→π+π− is the matrix element for the dipion decay, and is simply a constant.

MK is the kaon mass.

Noting that that amplitude is squared in the decay rate, and that the polarization

of the photon cannot be observed in this decay, we must square equation 2.8 and then

sum over all photon polarizations. This is done in Appendix C.1.

Using the results as shown in equations C.12, C.11,and C.17 we can write:

|M|2 =

(
e |fS|
M4

K

)2 [
|EIB (K) + EDE (K)|2 + |MDE (K)|2

]
×

[
−Mπ

2
[
(q · p−)2 + (q · p+)2]+ 2 (p+ · p−) (q · p−) (q · p+)

] (2.9)

where the interference term between the magnetic and electric amplitudes is zero due

to the summation over photon polarizations.

In order to actually use the matrix element, we must evaluate the momenta. Since

the matrix element describes the invariant amplitude, the actual value will be the

same in all reference frames. For convenience, we shall chose to evaluate |M|2 in the
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ππ rest frame, as there are a number of useful kinematic relations in that frame which

serve to simplify the mathematics involved. The result, which is derived in Appendix

C.2, is:

|M|2 =

(
e2 |fS|2
4M4

K

)(
1 − 2E∗

γ

MK

)
E∗

γ
2β2 sin2 (θ)

[
|EIB (K) + EDE (K)|2 + |MDE (K)|2

]
(2.10)

which is the final result for the squared matrix element after the summation over

photon polarizations, and as before, θ is the angle between the photon and π+ in the

ππ rest frame and E∗
γ is the photon energy in the kaon rest frame.

We now have enough information to write down the decay rate of a pure kaon

state. Plugging equation 2.10 into equation 2.7, we get:

dΓ

dE∗
γdcos (θ)

=
1

128π3

1

MK

βE∗
γ

(
e2 |fS|2
4M4

K

)(
1 − 2E∗

γ

MK

)
E∗

γ
2β2 sin2 (θ)

[
|EIB (K) + EDE (K)|2 + |MDE (K)|2

]

=
1

512π3

(
β3E∗

γ3

MK
3

)(
e2 |fS|2
M2

K

)(
1 − 2E∗

γ

MK

)
sin2 (θ)

[
|EIB (K) + EDE (K)|2 + |MDE (K)|2

]

(2.11)

2.4 Amplitudes for multipole transitions

2.4.1 Inner Bremsstrahlung amplitudes

Now that the form of the squared matrix element is manifest, we introduce the am-

plitude for each individual decay process.

The amplitude for the inner bremsstrahlung decay of the KS is given [20] by:

EIB (KS) =

(
4
MK

2

E∗
γ
2

)
eiδ0

1 − β2 cos2(θ)
(2.12)

where

E∗
γ is the photon energy in the kaon rest frame.
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θ is the angle between the photon and π+ momenta in the ππ rest frame.

δ0 is the strong interaction phase shift for I=0 that is due to re-scattering amongst

the two pions.

β =

√
1 − 4Mπ

2

MK
2 − 2E∗

γMK

The amplitude for the inner bremsstrahlung decay of the KL is given [20] by:

EIB (KL) =

(
4
MK

2

E∗
γ
2

)
η+−e

iδ0

1 − β2 cos2(θ)
(2.13)

where η+−is the CP violation parameter for the KL → π+π−decay.

2.4.2 Direct Emission Amplitudes

The terms EDE and MDE in equation 2.8 are the amplitudes for electric and magnetic

dipole direct emission, respectively. Both can be expressed in a multipole expansion

which conveniently produces terms with unique CP and J values.

Affecting the multipole expansion by expanding in powers of (p+ − p−) · q/MK
2 ,

we have[5] :

EDE
total = EDE + · · · (2.14)

as well as

MDE
total = MDE + · · · (2.15)

where EDE and MDE are the electric and magnetic dipole terms respectively.

The CP characteristics of all the various amplitudes can be seen in Table 2.1

EIB EDE MDE E
(2)
DE M

(2)
DE

KL → π+π−γ CPV CPV CPV
KS → π+π−γ CPV CPV

Table 2.1: The CP characteristics of various processes

The amplitude for the decay of the KL via M1 direct photon emission is given [16]
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by:

MDE (KL) = ig̃M1

(
a1/a2

Mρ
2−MK

2
+2E∗

γMK
+ 1

)
eiδ1 (2.16)

where

g̃M1 is a parameter that describes the strength of this process. This is a parameter

to be fit.

a1/a2 is a parameter that describes the effect of a possible vector meson influence is

this decay. This is a parameter to be fit.

Mρ is the mass of the ρ meson which is assumed to be the vector meson which

influences this decay.

δ1 is the strong interaction phase shift for I=1 that is due to rescattering amongst

the two pions.

The term above involving a1/a2 is a form factor from the Vector Dominance Model.

If a1/a2 were zero, effects arising from virtual vector mesons would be negligible here.

This form factor will deform the photon energy spectrum due to this process, and

will shift the mean photon energy to lower values. Measurements [9, 10, 11] indicate

that a1/a2 is non-zero, negative, and of order unity.

The amplitude for the decay of the KS via M1 direct photon emission is given [16]

by:

MDE (KS) = iεg̃M1

(
a1/a2

Mρ
2−MK

2
+2E∗

γMK
+ 1

)
eiδ1 (2.17)

where ε is the CP violation parameter which describes the amount of mixing type

( indirect ) CP violation in the neutral kaons. This indicates that decay of the KS

via this process is CP violating. This process has not been observed, due to CP

suppression, and it will most likely remain so.

The amplitude for the decay of the KS via E1 direct photon emission is given [16]

by:

EDE (KS) =
gE1

ε
ei(δ1+φε) (2.18)

where
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gE1 is a parameter that describes the strength of this process. This is a parameter

to be fit.

φ+− is the complex phase of the CP violation parameter ε .

This process conserves CP, however the rate of the inner bremsstrahlung process for

the KS is far larger, and hence this process has previously gone unobserved.

Finally the amplitude for the corresponding process for the KL is given as [16]:

EDE (KL) = gE1e
i(δ1+φε) + i16êeiδ1 (2.19)

where

ê is a parameter that describes the amount of this process that is due to the decay

of the K2 CP eigenstate. This is a parameter to be fit.

The form of the amplitudes for the E1 direct process imply that gE1 parameterizes

the amount of indirect CP violation in the KL decay, while the ê term is a measure

of direct CP violation in the KL decay. This amplitude was split into two pieces in

order stay consistent with previous experimental limits on gE1 while also allowing

direct CP violation, as previously mentioned in section 2.1. This is the first time this

amplitude has been expressed in this way.

The measurement of ê is the central goal of this analysis. No part of this process

has been previously observed. Also note that while gE1 and ê are real by definition,

they can be positive or negative.

2.4.3 Expected Values of Parameters

Many of the parameters that appear in the decay amplitudes have already been

measured, or enough experimental information exists so that estimates can be made.

An analysis [11] of KL → π+π−γ yielded

g̃M1 = 1.198 ± 0.035(stat) ± 0.086(syst)

a1/a2 = −0.738 ± 0.007(stat) ± 0.018(syst) GeV 2/c2
(2.20)
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Two previous analyses have attempted to measure or constrain gE1 . An analysis

using KL → π+π−e+e− [10] constrains

gE1 < 0.03(90%C.L.) (2.21)

The power of this constraint comes mainly from the fact that in this decay, the EDE

component will interfere with the MDE component, further boosting the effect of the

process. In addition, there are many more experimental observables in the analysis.

In comparison, the previous analysis of KL → π+π−γ [11] reveals that a limit only

utilizing two observables is quite weak, yielding gE1 < 0.21(90%C.L.). It is also

possible to place a rough limit on gE1 using the branching ratio of the KS where the

process would be CP conserving and would interfere with the bremsstrahlung process.

One such limit [17] is
∣∣∣gE1

gM1

∣∣∣ < 0.05 .Note that this limit incorporates gM1, the average

amplitude of the process, not g̃M1, which is a measure of the overall amplitude when

the ρ form factor is used.

The parameter ê was first introduced in [16] as a measure of direct CP violation

in KL,S → π+π−γ. As such, the only estimate also comes from that paper. The

estimate, using Chiral Perturbation arguments, is:

∣∣∣∣
ê

ε′

∣∣∣∣ ∼ 1 (2.22)

to an order of magnitude.

Other authors instead look at the difference between the values of η+− and η+−γ

(see Section E) which is defined as ε′+−γ . However, [16] was the first to treat η+−γ in

the proper way, as a average over all photon energies, as opposed to just a ratio of

amplitudes, which in this case is dependent on the photon energy cutoff.

This is unfortunate, since [16] points out that ε′+−γ is suppressed by phase space,

however it can be related to ê by:

ε′+−γ ≈ 0.041ê (Eγ > 20MeV ) (2.23)
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Previous experiments [22, 23] have measured η+−γ, the PDG average of which is :

|η+−γ| = (2.35 ± 0.07) × 10−3

φ+−γ = (44 ± 4)◦
(2.24)

KTeV measured η+−to be:

|η+−| = (2.228 ± 0.010) × 10−3 (2.25)

while the PDG average is:

|η+−| = (2.236 ± 0.018) × 10−3

φ+−γ = (43.4 ± 0.7)◦
(2.26)

If we use the PDG average of η+−γ and the KTeV value of η+−, we estimate:

ε′+−γ = (1.2 ± 0.7) × 10−4 (2.27)

which then leads to

ê ≈ ε′+−γ

0.041
≈ (3.0 ± 1.7) × 10−3 (2.28)

2.5 The Triple Differential Decay Rate of the Pro-

cess KL,S → π+π−γ

For this particular analysis, the relative strength of the different photon emission

amplitudes will be determined.

The KTeV experiment produces kaon beams of two different states. One beam,

called the “vacuum” beam, consists mostly of pure KL particles. The other beam,

called the “regenerator” beam, is composed of a mixture of KS and KL particles.

Both beams are used in this analysis, so a time dependent particle state is defined as:

|Ψ(t)〉 = A
[
|KL(t)〉 + ρ |KS(t)〉

]
(2.29)

This wavefunction represents an arbitrary superposition of the KL state and the KS
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state. Note that the KS part can arise from regeneration as well as production in the

target. The factor of A is a normalization constant. The factor of ρ is the regenerator

amplitude, as explained in detail in Section ?? and Chapter 5. It describes the phase

and size of the KS component of the total wavefunction. Making the time dependence

explicit, we get:

|Ψ(τ)〉 = A


|KL〉 e

−i

0
@ML−

i

2τL

1
Aτ

+ ρ |KS〉 e
−i

0
@MS−

i

2τS

1
Aτ


 (2.30)

in the rest frame of the decaying particle, where

ML is the mass of the KL,

MS is the mass of the KS,

τL is the mean lifetime of the KLand

τS is the mean lifetime of the KS.

Given that we are observing the decay of a superposition of two particle states, KL

and KS we must account for this in our definition of the decay rate. Instead of using

the invariant amplitude for a pure KL or KS decay, we must determine the correct

invariant amplitude for the state shown in equation 2.30. The invariant amplitude is

given by [18] :

〈α |iT |Ψ〉 = i (2π)4 δ4

(
P −

n∑

i=1

pi

)
M

(2E)1/2
n∏

i=1

(2EI)
1/2

(2.31)

where

T is the operator which encodes the particle interactions, and is related to the S-

matrix, and thus the Hamiltonian, via S = I + iT ,

E is the energy of the initial particle, before decay,

α is the final state of the particles after decay and
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Ψ is the initial particle state, in this case given in equation (2.30).

The total invariant amplitude for the state |Ψ〉 will then be given by:

〈α |iT |Ψ〉

= i (2π)4 δ4

(
P −

n∑

i=1

pi

)
MT

(2E)1/2
n∏

i=1

(2Ei)
1/2

= 〈α |iT |AKL〉 e
−i

0
@ML−

i

2τL

1
Aτ

+ 〈α |iT |AρKS〉 e
−i

0
@MS−

i

2τS

1
Aτ

= i (2π)4 δ4

(
P −

n∑

i=1

pi

)
×


AMKL

e
−i

0
@ML−

i

2τL

1
Aτ

+ AρMKS
e
−i

0
@MS−

i

2τS

1
Aτ




(2E)1/2
n∏

i=1

(2Ei)
1/2

(2.32)

where the definitions of the wavefunction from Equations 2.29 and 2.30 in the second

and third lines. This indicates that the total invariant amplitude for the state shown

in equation (2.30) to decay into π+π−γ can be expressed as the sum of the amplitudes

for the KL decay and the KS decay:

MT = A


MKL

e
−i

0
@ML−

i

2τL

1
Aτ

+ ρMKS
e
−i

0
@MS−

i

2τS

1
Aτ


 (2.33)

Since the square of the amplitude appears in the decay rate, we multiply the
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amplitude with its complex conjugate to yield:

|MT |2 = |A|2


∣∣∣MKL

∣∣∣
2

e
−

0
@

1

τL

1
Aτ

+ |ρ|2
∣∣∣MKS

∣∣∣
2

e
−

0
@

1

τS

1
Aτ

+2Re
[
ρM†

KL
MKS

ei∆MKτ
]
e
−

0
@

1

τS
+

1

τL

1
A

1

2
τ




(2.34)

Inserting this amplitude into the decay rate as shown in equation 2.7 produces:

dΓ

dE∗
γ dcos (θ)

= |A|2 1

MK

1

128π3
βE∗

γ



∣∣∣MKL

∣∣∣
2

e
−

0
@

1

τL

1
Aτ

+ |ρ|2
∣∣∣MKS

∣∣∣
2

e
−

0
@

1

τS

1
Aτ

+2Re
[
ρM†

KL
MKS

ei∆MKτ
]
e
−

0
@

1

τS
+

1

τL

1
A

1

2
τ




(2.35)

Now two of the terms can be identified as the Dalitz plot densities for the KL and

KS while the third term arises due to interference between the two particle states,

which allows us to write:

dΓ

dE∗
γ dcos (θ)

= |A|2



dΓKL

dE∗
γ dcos (θ)

e
−

0
@

1

τL

1
Aτ

+ |ρ|2
dΓKS

dE∗
γ dcos (θ)

e
−

0
@

1

τS

1
Aτ

+2Re

[
ρ

dγLS

dE∗
γ dcos (θ)

ei∆MKτ
]
e
−

0
@

1

τS
+

1

τL

1
A

1

2
τ




(2.36)
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where

dΓKL

dE∗
γ dcos (θ)

=
1

MK

1

128π3
βE∗

γ

∣∣∣MKL

∣∣∣
2

=
e2 |fs|2
MK

2

(
βE∗

γ

8πMK

)3(
1 − 2E∗

γ

MK

)
sin2 θ

×
(
|EIB (KL) + EDE (KL)|2 + |MDE (KL)|2

)

(2.37)

and

dΓKS

dE∗
γ dcos (θ)

=
1

MK

1

128π3
βE∗

γ

∣∣∣MKS

∣∣∣
2

=
e2 |fs|2
MK

2

(
βE∗

γ

8πMK

)3(
1 − 2E∗

γ

MK

)
sin2 θ

×
(
|EIB (KS) + EDE (KS)|2 + |MDE (KS)|2

)

(2.38)

and finally

dγLS

dE∗
γ dcos (θ)

=
1

MK

1

128π3
βE∗

γM†
KL

MKS

=
e2 |fs|2
MK

2

(
βE∗

γ

8πMK

)3(
1 − 2E∗

γ

MK

)
sin2 θ

×
(
[EIB (KL) + EDE (KL)]† [EIB (KS) + EDE (KS)]

+MDE
† (KL)MDE (KS)

)

(2.39)

The factor of ρ can now be identified as the regeneration amplitude due to the mostly

pure KS particle beam transversing the active regenerator in the KTeV beamline.

This parameter is momentum-dependent, so we express the rate in terms of the kaon
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momentum and the distance the kaon traveled before it decayed:

dΓ

dE∗
γ dcos (θ)

= |A|2



dΓKL

dE∗
γ dcos (θ)

e
−

0
@

1

τL

1
A
MK∆z

pK

+ |ρ (pK)|2
dΓKS

dE∗
γ dcos (θ)

e
−

0
@

1

τS

1
A
MK∆z

pK

+2Re


ρ (pK)

dγLS

dE∗
γ dcos (θ)

e
i∆MK

MK∆z

pK


 e

−

0
@

1

τS
+

1

τL

1
A

1

2

MK∆z

pK




(2.40)

This equation describes an observable distribution of decays in the phase space

(pK ,z vertex,E∗
γ ,cos (θ) ), and explicitly depends on the amplitudes and form factors

of the different photon emission processes. It is this Equation 2.40 which will be fit

to the data in order to search for the direct CP-violating E1 direct emission process,

whose presence would be indicated by a best fit value of ê (see Equation 2.19) that

is non-zero and statistically significant.

Equation 2.40 can also be used in analyze the decays in the pure KL “vacuum”

beam, for which we can set ρ = 0. In doing this, equation 2.40 simply becomes the

Dalitz density for the KL .

Finally, it should be noted that Equation 2.40 can be integrated over cos (θ) and

E∗
γ , as shown in Appendix E. Doing so yields an “average” decay rate as shown in

Equation E.18.



Chapter 3

Event Selection

The selection of KL,S → π+π−γ events for analysis required multiple stages of anal-

ysis, beginning with a partial readout of the KTeV detector, and ending with final

analysis cuts.

3.1 Data Used

This analysis utilizes the full 1997 and 1999 E832 data sets. For the 1997 sample,

this corresponds to runs 9070-10300, for the 1999 sample, runs 13625 to 14530 were

used. Data from some runs was not used however, as detailed in Table 3.1.

Rejected Run Reason
9884 Analysis magnet current set to deliver 0.1GeV pT kick
9896-9909 Analysis magnet current set to deliver 0.1GeV pT kick
13860 Cannot reproduce Level 3 filtering
14048 Cannot reproduce Level 3 filtering
14308 Missing accidental data
14374 Cannot reproduce Level 3 filtering
14377 Cannot reproduce Level 3 filtering
14383 Cannot reproduce Level 3 filtering
14505 Cannot reproduce Level 3 filtering
14518 Cannot reproduce Level 3 filtering

Table 3.1: Runs removed from 1997 and 1999 KTeV datasets

27
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3.2 Reconstruction of Data

In order to analyze the data, it is first necessary to unpack and reconstruct each

event. This is done using a software package called KTeVana, which is a collection

of software tools written in FORTRAN and used to read and analyze KTeV data.

KTeVana provides the software foundation on which my own analysis code is written.

For each event, which represents an instance of reading out KTeV’s various de-

tector elements, KTeVana routines are used to do the following:

• Unpack drift chamber information from the data.

• Unpack trigger information from the data.

• Unpack ADC information from various detector elements in the data.

• Use drift chamber information to find X-projections and Y-projections of tracks.

• Use CsI calorimeter information in order to locate calorimeter clusters, and

calculate various cluster parameters like energy, shape, etc.

• Use X-projection and Y-projections of tracks to locate the best decay vertex

candidate – where the X and Y tracks should both intersect at the same point.

• Match tracks to clusters in the calorimeter.

• calculate other quantities like E/p for tracks, track offsets in the analysis mag-

net, and charged vertex P 2
T

• Check the Level 1 trigger information in order to verify the Level 1 trigger

requirements are met by the event. If there are any inconsistencies, the event

is tagged for later rejection.

• Check the readout of various veto detectors, and indicate any detectors for

which the readout indicates that the amount of energy deposited is above a

certain threshold. This information is used later in order to reject events.

After this process, the analysis program has access to the location of the decay

vertex, the momentum and direction of each charged track, as well as other track
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information, and a list of clusters in the CsI, as well as the characteristics of the

clusters.

From this information, an event can be completely reconstructed and analyzed. A

“perfect” KL,S → π+π−γ event would possess two charged tracks pointing to a decay

vertex, three clusters in the CsI corresponding to one for each track plus an extra

cluster from the photon. In reality, extra CsI clusters are quite common, often coming

from hadronic interactions of the pions in the calorimeter, as well as various other

sources. In this case, each cluster that is not associated with a track must be treated

as a photon cluster so that all possibilities are considered.

For each combination of charged tracks plus one possible photon cluster1, the

location of the CsI cluster relative to the decay vertex is used along with the cluster’s

energy to compute the momentum vector, in the lab frame, of the “candidate” photon.

This momentum vector is then used in conjunction with the momenta of the charged

tracks in order to compute:

Mπ+π−γ The invariant mass of the three particles, assuming that the tracks are

pions and the cluster is due to a photon

pK The combined momentum of the π+π−γ system in the lab frame. This should be

equal to the momentum of the parent kaon

P 2
T The transverse momentum of the π+π−γ system in the lab frame.

among other quantities. Once the magnitude and direction of the kaon momentum are

known, the momenta and energies of the three daughter particles can be computed

in other reference frames, for example, in the kaon rest frame. Once all relevant

quantities are calculated, the “combination” is subjected to a number of various

requirements. If any of these requirements are not met, the “combination” is rejected.

For this reason, the requirements are often referred to as “cuts”. For each event in the

data, if one and only one “combination” passes all cuts, information needed for the

maximum likelihood fit is written out to a file. In the rare event that two different

combinations in a single event pass all cuts, there is no way to determine which is the

1Henceforth referred to as just a “combination”. Note that each event may have many possible
“combinations”
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correct combination , and the event is rejected as a whole. This happens for roughly

1 out of every 10,000 events.

3.3 Event Selection and Requirements

In this selection, the complete event selection is traced from the Level 1 trigger to

the final analysis stage, with exact requirements given.

Often, a requirement that was applied at a certain stage is tightened at a later

stage of data filtering. All cuts which are tightened at a later stage are marked with

“ † ”. Cuts which are repeated at the same value at a later stage are marked with

“?”.

3.3.1 Trigger Requirements

The trigger for KL,S → π+π−γ events was composed of three parts:

Level One (L1) uses information from a few specific detector elements, and was

hardware based. If an event passes these requirements, the detector is read out

and the event information is written to disk.

Level Two (L2) applied further tracking cuts, and was also hardware based

Level Three (L3) applied further cuts and applied decay mode specific tags that

could be used later to split off the data that was useful for the mode in question.

This was a software based trigger

Level One Trigger Requirements

Here are the Level One requirements:

VV’ Hit Number There must be two or more hits in one of the two VV’ scintillator

banks, and one more hits in the other VV’ scintillator bank

VV’ Hit Pattern The hits in the VV’ banks must be such that there is approximate

symmetry in both the X and Y directions i.e. a hit in the top left must be

accompanied by a hit in the lower right, etc.
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Veto Counters The Ring Counters (RC), CsI-Anti (CIA), Mask-Anti (MA), first

Muon (MU2) and Regenerator vetoes must be free of activity

Drift Chamber Hits in X and Y There must be at least 3 X or Y hits (out of 4

possible) in the first two drift chambers

The Level 1 Trigger requirements yield a sample in which there appears to be two non-

muon charged particles in each event, no extra particles escaping the detector, and

the decay occurs before the first drift chamber. The requirement of quasi-symmetric

hits in the VV’ banks would nearly always be met by clean KL,S → π+π− events,

since transverse momentum for these events must be zero. However, this requirement

can remove some KL,S → π+π−γ events, since the charged tracks will not have zero

transverse momentum, due to the momentum carried by the photon.

The above definition is for KTeV’s “Trigger 1”. KTeV’s “Trigger 2” was quite

similar, except that it was prescaled2. As a consequence, all Trigger 2 events also

pass Trigger 1, although the converse is of course not true.

Level Two Trigger Requirements

Here are the Level Two requirements:

2-Track Y-Hit Counter There must be at least two hits each in three of the four

Y-view drift chamber planes, and at least one hit in the remaining Y-view drift

chamber plane.

Y-Track Counter There must be one upward going and one downward going track

found in the Y-view, with tracks in the central portion of the drift chambers

being counted as both upward and downward going. One of tracks must be a

good track which is composed of hits in each and every drift chamber and the

other may be a marginal track in which a hit is missing in either DC1 or DC2.

The upward going and downward going track definitions depend only on the

Y coordinate– tracks with positive Y intercepts are considered to be upward

going, and tracks with negative Y intercepts are considered as downward going.

2A prescale means that only a certain fraction of events are selected.
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The Level 2 Trigger requirements yield a sample in which there are two charged

track candidates reconstructed in the drift chambers for every event. Only Y-view

information is used so that only wires common to the regenerator and vacuum beams

are used. This prevents any bias from being introduced between the two beams.

Level Three Trigger Requirements

The Level 3 Trigger, unlike the previous trigger levels, was a software trigger. The

software in question was based on KTeVana. It imposed further requirements on each

event, and tagged the event as a certain type if these requirements were met. In this

analysis, data is selected which has the KL,S → π+π−γ Level 3 tag. The requirements

for an event to be labeled as KL,S → π+π−γ are:

Tracks ? There must be exactly two X-tracks and two Y-tracks found.

Decay Vertex ? The range of permissible z locations of at least one decay vertex

found using X-tracks must overlap with the z range of at least one decay vertex

found using Y-tracks. This ensures that there is an acceptable 3-dimensional

vertex candidate.

Level 3 P 2
π0 cut The value of a kinematic variable called P 2

π0 was used to distinguish

KL,S → π+π−γ events from KL → π+π−π0 events. P 2
π0 took a positive value

on average for the latter, and a negative value for the former. The Level 3

requirement was −0.03 < P 2
π0 < −0.002. The tracking information used in this

calculation is different than that used in the final analysis stage, so this cut

must be treated carefully—it is effectively a different cut than the analysis level

P 2
π0 cut, so this exact cut is not repeated later in the analysis.

Track Cluster Match ? Each downstream portion of a track must point to within

7cm of a cluster in the calorimeter.

Track E/p † The ratio of E/p for each track, where E is measured using the energy

of each track’s cluster, and p is measured using the deflection of each charged

track in the magnetic spectrometer, is required to be 0.00 < E/p < 0.90. This

rejects electron tracks.
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Extra Cluster Energy ? There must be at least one extra cluster, beyond those

associated with the charged tracks, with an energy greater than 1.0 GeV.

Invariant Mass The reconstructed value of the invariant mass of the π+π−γ system

must be greater than 0.450 GeV/c2 . The tracking information used in this

calculation is different than that used in the final analysis stage, so this cut

must be treated carefully—it is essentially a different cut that the analysis level

Mπ+π−γ cut, so this exact cut is not repeated later in the analysis.

It should be noted that at the beginning of the 1997 run ( before run 9070 ) only

1/8 of the KL,S → π+π−γ tags were allowed to actually pass. This was done in order

to reduce the large amount of events from this particular tag, which were due mostly

to KL → π+π−π0. However, after run 9070 the Level 3 P 2
π0 cut was applied. This

decreased the KL → π+π−π0 background, decreased the overall event rate for this

trigger, and allowed the ”pre-scale” to be removed. The net effect of this trigger

change was that more KL → π+π−γ events were collected. Additionally, during the

1999 run, tracking requirements were modified after run 13704.

Rerun of Level Three Trigger

The Level 3 P 2
π0 cut was added to the filter code shortly after the beginning of KTeV’s

1997 E832 data taking period. It’s purpose was to select candidate KL,S → π+π−γ

events without undertaking the CPU intensive task of reading the calorimeter infor-

mation [24]. If a particular event did in fact pass the P 2
π0 cut, only then would the

calorimeter information be referenced in order to search for a third cluster. Since the

P 2
π0 cut was used to avoid referencing calorimeter information, when the CsI calorime-

ter information was actually read in, as was the case for the events which also passed

Trigger 2, 3 the P 2
π0 cut was not applied. The CsI information was also used for all

regenerator events. Thus the P 2
π0 cut was not applied to regenerator events. The

lack of the cut in a subset of the data is advantageous as the effect of the Level 3

P 2
π0 can be studied using data without the cut. The disadvantage is that the entire

KL,S → π+π−γ sample does not have consistent cuts. The proportion of the events

3Trigger 2 was a prescaled version of Trigger 1 with the same Level 1 and Level 2 trigger require-
ments. The difference is that the CsI information is always unpacked at Level 3, which isn’t always
true for Trigger 1.
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without the P 2
π0 cut ranged from 1/9 of the total for the 1999 vacuum beam sample,

to 1/7 for the 1997 vacuum beam sample, to all events for the regenerator beam. The

proportions originate from the prescale of Trigger 2.

The solution to this cut inconsistency was to rerun the Level 3 trigger on all the

KL,S → π+π−γ candidate events, and tag all events which pass the Level 3 P 2
π0 cut.

The presence of this additional tag will then be required in order for a particular

event to contribute to the final data sample.

The Level 3 trigger was rerun as part of the data crunch. This trigger rerun

utilized a specialized version of the Level 3 trigger code which subjected every event

to the P 2
π0 cut, and issued a special tag to every event which passed this cut.

3.3.2 Crunch Requirements

For both data sets, a “crunch” was run on the data where additional, loose require-

ments were used to select a purer sample of KL,S → π+π−γ events, while trying to

remove background events. Data was read from tapes at Fermilab which were the

output of the Level 3 trigger during data taking. A preliminary set of cuts were

made on the data, then the Level 3 trigger was rerun was detailed above. Finally, an

additional set of requirements was made to further reduce the background, the data

was output into a compressed data format where clustering and tracking information

was recorded, and the data files were then transferred to UVa. for final analysis.

Crunch of 1997 Data

The preliminary crunch cuts for the 1997 data were:

Level 1 Trigger Tag The Level 1 trigger tag for Trigger 1 (η+− trigger) was required

to be present.

Level 3 Trigger Tag The Level 3 tag forKL,S → π+π−γ was required to be present.

Data periods ? “Good” spills were required, as well as pt-kicks above 0.1GeV4

4The nominal setting of the analysis magnet was to set a transverse momentum kick of 0.4 GeV
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General Event Reconstruction ? No errors in reading the event information, find-

ing charged tracks in the drift chambers,finding a charged track decay vertex,

or reading the veto detectors were allowed.

Clusters ? 3 CsI calorimeter clusters were required to be present.

Regenerator Veto ? The amount of energy deposited in the regenerator was re-

quired to be less than that of 2 MIPS 5

Downstream regenerator veto ? The amount of energy deposited in the down-

stream end of the regenerator — that part downstream of the last lead section,

was required to be less than 0.7 MIPS.

Ring Counter ? The Ring counter Level 1 trigger readout was required to be quiet.

Mask-Anti veto ? The amount of energy deposited in the Mask-Anti veto counter

was required to be less than 0.1 GeV.

P 2
π0 Cut If the event is not an overlap with trigger 2 nor a regenerator event ( i.e.

if the event received the Level 3 P 2
π0 cut ) the event must have a P 2

π0 value less

than -0.002 GeV 2/c2. where P 2
π0 is computed using the P 2

T value of the charged

tracks only as measured from the target.

Decay vertex † The z position of the decay vertex was required to be 100.0m <

z < 159.99m.

E/p value † The E/p value of each of the two charged tracks was required to be

less than 0.90 .

π - Collar Anti Separation The distance between each track’s intercept point on

the face of the CsI calorimeter and the Collar Anti Veto counter was required

to be greater than 0.0

5The definition of MIPS is Minimum Ionizing Particle, and refers to the minimum amount of
energy that can be deposited in material by a charged particle. The actual energy deposited by a
charged particle is dependent on the particle’s energy, and receives many contributions from various
physical processes. However, there is a energy at which a particle deposits a minimum amount of
energy, and the amount of energy deposited is one MIP. In this case, it is only important to ensure
that two charged particles have not passed through the regenerator, as would happen from a decay
upstream of the regenerator.
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Track momentum † The momentum of each track, determined from magnetic de-

flection, was required to be greater than 7.0 GeV/c

Photon Cluster Energy (ELAB
γ ) † The energy of the photon cluster was required

to be greater than 0.900 GeV.

Photon Cluster Shape † The value of χ2
FUSION for the candidate photon cluster

must be less than 1000 .

π − γ separation † The separation between each track’s intercept point at the face

of the CsI calorimeter and the candidate photon cluster must be greater than

0.18m .

π+π−γ energy † The energy of the π+π−γ system in the lab frame must be 10.0 <

Eπ+π−γ < 180.0GeV .

π+π−γ invariant mass † The invariant mass of the π+π−γ system must be

0.460GeV/c2 < Mπ+π−γ < 0.540GeV/c2 .

π+π−γ P 2
T † The transverse momentum squared of the π+π−γ system relative to the

target must be P 2
T < 0.005GeV 2/c2 .

The additional set of crunch cuts, used immediately prior to the output of the data

in compressed format, were:

Regenerator present ? Runs in which the regenerator was swung out of the beam

were discarded

General Event Reconstruction ? No errors in reading the event information, find-

ing charged tracks in the drift chambers,finding a charged track decay vertex,

or reading the veto detectors were allowed.

Level 1 trigger ? The event must pass a verification of the Level 1 trigger

Mask Anti Fiducial Cut ? The charged tracks must pass > 0.003m from the edge

of the holes in the Mask Anti. This requires the tracks to pass within the beam

holes in the MA.
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V V ′ Fiducial Cut ? The charged tracks must pass > 0.002m from the edge of the

holes in the V V ′. This requires the tracks to pass outside the beam holes in the

V V ′ counter. counters.

Collar Anti Fiducial Cut ? The charged tracks must pass > 0.002m from the edge

of the Collar Anti counters. This requires that the tracks pass outside the outer

edge of the CA.

CsI Calorimeter Fiducial Cut ? The charged tracks must pass > 0.029m from

the outside edge of the CsI calorimeter. This requires the tracks to pass inside

the outer edge of the CsI.

Cell Separation Cut ? The charged tracks must have a minimum separation greater

than 3 wire-centered cells in all drift chambers.

Number of Candidate photon clusters † At least one candidate photon cluster

must pass all other cuts.

π − γ separation † The separation between each track’s intercept point at the face

of the CsI calorimeter and the candidate photon cluster must be greater than

0.20m .

Photon Cluster Shape † The value of χ2
FUSION for the candidate photon cluster

must be less than 100 .

Dipion invariant mass The invariant mass of the two pions must be Mπ+π− <

0.492.

Photon Cluster Energy (ELAB
γ ) ? The energy of the photon cluster was required

to be 1.0GeV < ELAB
γ < 180GeV .

Crunch of 1999 Data

Compared to the 1997 crunch, the requirements applied to the 1999 data were quite

loose. This was done in order to retain KL,S → π+π− decays, which are useful for

possible normalization studies. The preliminary set of crunch cuts for the 1999 crunch

were:
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Level 1 Trigger Tag The Level 1 trigger tag for Trigger 1 (η+− trigger) was required

to be present.

Level 3 Trigger Tag The Level 3 tag for either KL,S → π+π−γ or KL,S → π+π−

was required to be present.

Data periods ? “Good” spills were required, as well as pt-kicks above 0.1GeV.

General Event Reconstruction ? No errors in reading the event information, find-

ing charged tracks in the drift chambers, finding a charged track decay vertex,

or reading the veto detectors were allowed.

Regenerator Veto ? The amount of energy deposited in the regenerator was re-

quired to be less than that of 1.75 MIPS.

Downstream regenerator veto ? The amount of energy deposited in the down-

stream end of the regenerator — that part downstream of the last lead section,

was required to be less than 0.7 MIPS.

Ring Counter ? The Ring counter Level 1 trigger readout was required to be quiet.

Mask-Anti veto ? The MA Level 1 trigger readout was required to be quiet.

P 2
π0 Cut If the event is not an overlap with trigger 2 nor a regenerator event ( i.e.

if the event received the Level 3 P 2
π0 cut ) the event must have a P 2

π0 value less

than −0.002GeV 2/c2. where P 2
π0 is computed using the P 2

T value of the charged

tracks only as measured from the target.

Decay vertex † The z position of the decay vertex was required to be 100.0m <

z < 159.99m.

E/p value † The E/p value of each of the two charged tracks was required to be

less than 0.90 .

π - Collar Anti Separation The distance between each track’s intercept point on

the face of the CsI calorimeter and the Collar Anti Veto counter was required

to be greater than 0.0
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Track momentum † The momentum of each track, determined from magnetic de-

flection, was required to be greater than 7.0 GeV/c

Note that the P 2
π0 cut will not remove any KL,S → π+π− events.

The additional set of crunch cuts, used prior the output of the data in compressed

format were:

Regenerator present ? Runs in which the regenerator was swung out of the beam

were discarded

General Event Reconstruction ? No errors in reading the event information, find-

ing charged tracks in the drift chambers,finding a charged track decay vertex,

or reading the veto detectors were allowed.

Level 1 trigger ? The event must pass a verification of the Level 1 trigger

Mask Anti Fiducial Cut? The charged tracks must pass > 0.003m from the edge

of the holes in the Mask Anti. This requires the tracks to pass within the beam

holes in the MA.

V V ′ Fiducial Cut ? The charged tracks must pass > 0.002m from the edge of the

holes in the V V ′. This requires the tracks to pass outside the beam holes in the

V V ′ counter. counters.

Collar Anti Fiducial Cut ? The charged tracks must pass > 0.002m from the edge

of the Collar Anti counters. This requires that the tracks pass outside the outer

edge of the CA.

CsI Calorimeter Fiducial Cut ? The charged tracks must pass > 0.029m from

the outside edge of the CsI calorimeter. This requires the tracks to pass inside

the outer edge of the CsI.

Cell Separation Cut ? The charged tracks must have a minimum separation greater

than 3 wire-centered cells in all drift chambers.
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3.3.3 Final Analysis Requirements

After the crunch, one more set of requirements were applied to the data. Unlike

the crunch cuts, these requirements can be quite tight, and can be set so that we

obtain maximum background rejection while retaining maximum sensitivity to the fit

parameters. The final analysis requirements can all be found in Table 3.2. For each

of the cuts, we have attempted to retain regions in which the Monte Carlo, which is

described in Chapter 5, matches data, ensuring that we can accurately calculate the

acceptance.
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Cut Variable Keep Event If...
Kaon Mass 0.48967 GeV/c2 < Mπ+π−γ < 0.50567 GeV/c2

P 2
T w.r.t Regenerator P 2

T < 2.5 × 10−4 GeV 2/c2

Kaon Momentum 40.0 GeV/c < Pπ+π−γ < 160.0 GeV/c

Photon Energy in Lab Frame ELAB
γ > 1.5GeV

Photon Energy in Kaon Rest Frame, From
Calorimeter

20.0MeV < E∗
γ < 175.0 MeV

Photon Energy in Kaon Rest Frame, From
Kinematics

20.0MeV < E∗
γ < 175.0 MeV

ππ Invariant Mass, Implied From Above Cut 0.2711 GeV/c2 < Mππ < 0.4772 GeV/c2

Fusion χ2 For Photon Cluster χ2
FUSION < 48

Outer Fiducial Cut For Photon Cluster ISEEDRING < 18.1
Inner Fiducial Cut For Photon Cluster ISMLRING2 > 4.5
Photon/Track Separation at CsI d > 30 cm
Number of CsI clusters NCLUS ≥ 3
P 2

π0 w.r.t. Target -0.10 GeV 2/c2 <P 2
π0< -0.0055 GeV 2/c2

γγ invariant mass 0.127 GeV/c2 ¡ Mγγ ¡ 0.143 GeV/c2

L3 P 2
π0 passes

Z vertex 125.5 m < VTXZ < 158.0 m
E/p E/p < 0.85
Track Momentum TRKP > 8.0 GeV
Vertex χ2

VTXCHI < 50.0
Magnet Offset χ2

TRKOCHI < 50.0
Track x separation at CsI ∆x > 3.0 cm
Track y separation at CsI ∆y > 3.0 cm
Total track separation at CsI ∆r > 20.0 cm
Number of Tracks NTRK = 2
Λ → pπ invariant mass Mpπ < 1.112GeV/c2 or Mpπ > 1.119GeV/c2

Early energy in photon cluster ADCSI_EARLY < 150 counts
In-time energy in photon cluster ADCSI_INTIM > 115 counts
Photon/Upstream Track Projection at CsI d > 2.0cm distance
Reconstruction Routines Return no errors
Veto Cuts All pass
Level 1 Trigger Verification Event passes
Fiducial Cuts All pass
Number of Photon Candidates That Pass ALL
Cuts

NCOMBINATIONS = 1 ONLY

Table 3.2: Analysis Cuts Applied To Data
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In addition, it was necessary to identify if events were associated with the regen-

erator beam or the vacuum beam. This was done in two stages. In the first stage,

the location, in Y, of the decay vertex was compared to the Y location of the vacuum

and regenerator beams. During the second stage, the kaon momentum vector is used

for identification — the kaon’s trajectory should point away from the regenerator

for a regenerator beam event. Ideally, the identification from both stages should be

consistent with each other. If not, this indicates the event is a crossover event 6, and

the event is rejected.

3.3.4 Selection Efficiency and Event Yield

After all cuts, the number of events remaining in the data are shown in Table 3.3.

Beam Year Number of Events After All Cuts
Regenerator 1997 58,755
Regenerator 1999 75,666
Vacuum 1997 75,506
Vacuum 1999 97,276

Total Total 307,203

Table 3.3: Number of events after all cuts

Each of the final analysis cuts detailed previously may remove KL,S → π+π−γ

events in addition to background. The effect of each cut on the number of combina-

tions passing all cuts in the data is shown in Table 3.4 while the same is shown for

Monte Carlo simulated events in Table 3.5.

Using Monte Carlo simulated events, we can calculate the total acceptance for

these cuts — in other words, we can see find the fraction of events that are left after

all cuts. This information is in Table 3.6.

6A cross over event refers to an event in which the kaon scatters from one beam over to another,
and then decays within the other beam.
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Cut Variable Number of combinations removed only by this cut
and relative loss (%)

97REG 99REG 97VAC 99VAC

π0 mass 246 273 628 675
0.42 ± 0.03 0.36 ± 0.02 0.82 ± 0.03 0.68 ± 0.03

Z vertex 1204 1453 21961 28444
2.01 ± 0.06 1.86 ± 0.05 22.53 ± 0.13 22.44 ± 0.12

M
π+π−γ

469 623 866 1074

0.79 ± 0.04 0.81 ± 0.03 1.13 ± 0.04 1.08 ± 0.03

P2
T 1376 1950 1287 1949

2.29 ± 0.06 2.49 ± 0.06 1.68 ± 0.05 1.94 ± 0.04
pK 8781 11963 18856 25054

13.00 ± 0.13 13.53 ± 0.12 19.98 ± 0.13 20.31 ± 0.11
E∗

γ 1037 1299 427 542

1.73 ± 0.05 1.67 ± 0.05 0.56 ± 0.03 0.55 ± 0.02

ELAB
γ 2444 3224 2184 2842

3.99 ± 0.08 4.05 ± 0.07 2.81 ± 0.06 2.81 ± 0.05
M

π+π− 1057 1448 430 509

1.77 ± 0.05 1.86 ± 0.05 0.57 ± 0.03 0.52 ± 0.02
E/p 564 803 775 951

0.95 ± 0.04 1.04 ± 0.04 1.02 ± 0.04 0.96 ± 0.03
Track Momentum 985 1385 1736 2256

1.65 ± 0.05 1.78 ± 0.05 2.25 ± 0.05 2.24 ± 0.05

χ2
V ERT EX 92 79 160 198

0.16 ± 0.02 0.10 ± 0.01 0.21 ± 0.02 0.20 ± 0.01

χ2
F USION 31 76 23 52

0.05 ± 0.01 0.10 ± 0.01 0.03 ± 0.01 0.05 ± 0.01
Mpπ 1045 1397 1611 2054

1.75 ± 0.05 1.79 ± 0.05 2.09 ± 0.05 2.05 ± 0.04

χ2
OF F SET 528 661 714 1057

0.89 ± 0.04 0.86 ± 0.03 0.94 ± 0.03 1.06 ± 0.03
Track Separation 173 240 272 378

0.29 ± 0.02 0.31 ± 0.02 0.36 ± 0.02 0.38 ± 0.02
π − γ separation 15142 19403 19740 25329

20.49 ± 0.15 20.24 ± 0.13 20.73 ± 0.13 20.48 ± 0.11
Seedring 803 1069 1008 1254

1.35 ± 0.05 1.38 ± 0.04 1.32 ± 0.04 1.26 ± 0.04
Smlring 1216 1483 1755 2238

2.03 ± 0.06 1.90 ± 0.05 2.27 ± 0.05 2.23 ± 0.05
Track X-separation 1506 1854 649 937

2.50 ± 0.06 2.37 ± 0.05 0.85 ± 0.03 0.94 ± 0.03
Track Y-separation 51 54 24 30

0.09 ± 0.01 0.07 ± 0.01 0.03 ± 0.01 0.03 ± 0.01

P2

π0 (VAC) 125 163 486 615

0.21 ± 0.02 0.21 ± 0.02 0.64 ± 0.03 0.62 ± 0.02
Early Cluster Energy 416 2582 707 4769

0.70 ± 0.03 3.27 ± 0.06 0.93 ± 0.03 4.63 ± 0.07
Intime Cluster Energy 44 59 53 63

0.07 ± 0.01 0.08 ± 0.01 0.07 ± 0.01 0.06 ± 0.01
Upstream Track - γ separation 31 37 63 69

0.05 ± 0.01 0.05 ± 0.01 0.08 ± 0.01 0.07 ± 0.01
Veto Cuts 35 43 59 49

0.06 ± 0.01 0.06 ± 0.01 0.08 ± 0.01 0.05 ± 0.01

L3 P2

π0 0 0 189 197

0.00 ± 0.00 0.00 ± 0.00 0.25 ± 0.02 0.20 ± 0.01
Bad Spills and Runs 0 1606 0 2125

0.00 ± 0.00 2.06 ± 0.05 0.00 ± 0.00 2.12 ± 0.05
Number of Good combinations 7 13 8 6

0.01 ± 0.00 0.02 ± 0.00 0.01 ± 0.00 0.01 ± 0.00

Table 3.4: Number of Combinations in Data removed by each cut. Each value gives
the difference between the total number of events before and after each particular cut
after all other cuts have already been applied
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Cut Variable Relative loss due to only this cut (%)
97REG 99REG 97VAC 99VAC

π0 mass 0.33 ± 0.02 0.33 ± 0.02 0.62 ± 0.03 0.55 ± 0.02
Z vertex 1.97 ± 0.06 1.74 ± 0.04 22.40 ± 0.14 22.24 ± 0.12
Mπ+π−γ 0.92 ± 0.04 0.98 ± 0.03 0.73 ± 0.03 0.70 ± 0.03

P 2
T 1.68 ± 0.05 8.08 ± 0.08 0.20 ± 0.02 0.17 ± 0.01

pK 13.22 ± 0.13 13.17 ± 0.09 19.99 ± 0.14 20.42 ± 0.12
E∗

γ 1.93 ± 0.06 1.80 ± 0.04 0.59 ± 0.03 0.60 ± 0.03

ELAB
γ 4.05 ± 0.08 4.07 ± 0.06 2.96 ± 0.06 2.96 ± 0.06

Mπ+π− 2.04 ± 0.06 1.84 ± 0.04 0.57 ± 0.03 0.63 ± 0.03
E/p 1.54 ± 0.05 1.61 ± 0.04 1.58 ± 0.05 1.62 ± 0.04
Track Momentum 1.75 ± 0.05 1.67 ± 0.04 2.16 ± 0.05 2.16 ± 0.05
χ2

V ERTEX 0.10 ± 0.01 0.10 ± 0.01 0.10 ± 0.01 0.12 ± 0.01
χ2

FUSION 0.03 ± 0.01 0.08 ± 0.01 0.02 ± 0.01 0.04 ± 0.01
Mpπ 1.88 ± 0.06 1.82 ± 0.04 2.01 ± 0.05 2.08 ± 0.05
χ2

OFFSET 0.82 ± 0.04 0.85 ± 0.03 0.81 ± 0.03 0.93 ± 0.03
Track Separation 0.29 ± 0.02 0.28 ± 0.02 0.38 ± 0.02 0.39 ± 0.02
π − γ separation 20.51 ± 0.15 20.73 ± 0.11 20.60 ± 0.14 20.90 ± 0.12
Seedring 1.44 ± 0.05 1.40 ± 0.03 1.48 ± 0.05 1.39 ± 0.04
Smlring 1.89 ± 0.06 1.80 ± 0.04 2.37 ± 0.06 2.15 ± 0.05
Track X-separation 2.30 ± 0.06 2.31 ± 0.04 0.80 ± 0.03 0.88 ± 0.03
Track Y-separation 0.08 ± 0.01 0.07 ± 0.01 0.02 ± 0.01 0.03 ± 0.01
P 2

π0 (VAC) 0.19 ± 0.02 0.16 ± 0.01 0.62 ± 0.03 0.60 ± 0.03
Early Cluster Energy 3.91 ± 0.08 2.41 ± 0.05 4.92 ± 0.08 3.98 ± 0.06
Intime Cluster Energy 0.07 ± 0.01 0.05 ± 0.01 0.03 ± 0.01 0.02 ± 0.00
Upstream Track - γ separation 0.04 ± 0.01 0.04 ± 0.01 0.08 ± 0.01 0.06 ± 0.01
Veto Cuts 0.47 ± 0.03 0.43 ± 0.02 0.47 ± 0.03 0.43 ± 0.02
Number of Good combinations 0.01 ± 0.00 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

Table 3.5: Fraction of Combinations in Monte Carlo removed by each cut. Each value
gives the relative difference between the total number of events before and after each
particular cut after all other cuts have already been applied. Note that the Monte
Carlo does not generate events over the full range of Zvertex, pKor E∗

γ , as such these
efficiencies will depend on how the particular Monte Carlo sample was generated.

Beam Year Total Acceptance (%)
Regenerator 1997 3.55
Regenerator 1999 3.51
Vacuum 1997 2.27
Vacuum 1999 2.22

Table 3.6: Total Monte Carlo Acceptance for events with 10GeV/c < pK < 200GeV/c,
105.5m < Zvertex < 159.9m and E∗

γ > 4MeV after the stated analysis cuts.
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3.4 Useful Selection Criteria

The selection requirements used to extract KL,S → π+π−γ events from the data has

been presented in the previous section. However, it is instructive to go over each

requirement or cut in detail. For each cut, we present a plot of the cut variable

from data, with a similar plot of Monte Carlo events overlaid as a histogram. We

also present the bin by bin ratio of data to Monte Carlo events, which is useful in

studying the quality of the Monte Carlo simulation. In this chapter, we present plots

for the 1997 regenerator beam data sample only. For the most part, the 1999 data

will resemble the 1997 data, while many regenerator beam distributions will be quite

distinct in relation to the vacuum beam data. The regenerator beam data is expected

to provide the best contraint on the value of ê. For that reason, plots of the 1997

regenerator beam data are shown here. The plots for the 1997 vacuum beam, 1999

regenerator beam and 1999 vacuum beam data samples can be found in Appendices L,

M, and N respectively.

3.4.1 Mπ+π−γ

The plot of the invariant mass of the π+π−γ system provides an excellent way of

observing the background present in this decay. The signal can be clearly seen as

a sharp peak centered on the mass of the neutral kaon. The wings of this peak are

caused by various resolution effects inherent in the event reconstruction, and can come

from minor problems with tracking, clustering, as well as the choice of the “wrong”

cluster as the photon cluster. Additionally, the area beyond the wings is populated by

events coming from background events. If the shape of this background is understood,

one can extrapolate the amount of background under the kaon mass peak, and thus

estimate the number of background events present in the final data sample after all

cuts. The value of the π+π−γ invariant mass for each event is shown in Figure 3.1.
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Figure 3.1: A plot of the π+π−γ invariant mass before the cut onMπ+π−γ but after all

other cuts. Data are points, while the histogram is of Monte Carlo simulated events.
The solid part of the histogram denotes the areas that pass after this particular cut.
A plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
It should be noted that this is the only observable which provides clear evidence of
the presence of KL,S → π+π−γγ decays. Due to the missing photon, these events will
reconstruct at values of Mπ+π−γ lower than the kaon mass, however they are most

visible from 0.49 GeV/c2 to 0.48 GeV/c2. The Monte Carlo sample presented here
includes the corrected PHOTOS simulation, which explains the good agreement in
this area.



3.4. USEFUL SELECTION CRITERIA 47

3.4.2 pK

It is necessary to cut on the value of the momentum of the π+π−γ system for two

reasons. The first is that the effect of the regenerator on the kaon’s wavefunction is

only well understood between 40 and 160 GeV. Second, higher momentum events,

due to time dilation and time of flight, have a higher probability to be KS from the

target, which are still considered signal, or hyperons like the Λ, which are background.

The pK spectrum is shown in Figure 3.2.
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Figure 3.2: The reconstructed kaon momentum before the cut. Data are points, while
the histogram is of Monte Carlo simulated events. The solid part of the histogram
denotes the areas that pass after this particular cut. A plot of the ratio of the number
of data events to Monte Carlo events, before this cut, is shown on the bottom. The
number of Monte Carlo events is normalized to be equal to the total number of data
events in this plot. A fit of the ratio using a linear function is also shown.
The deficiency in Monte Carlo events at the extreme low end of the spectrum is due
to the momentum range used in Monte Carlo generation.
There is a sizable slope in this plot, which can cause problems with the energy scale
of the analysis. The Monte Carlo sample was reweighted in order to correct for this
momentum slope, and a systematic error was assigned due to the slope.
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3.4.3 P 2
T

An ideal KL,S → π+π−γ event should have P 2
T equal to zero, where P 2

T denotes the

component of the π+π−γ combined momentum that is orthogonal to the direction of

the neutral kaon beam. A non-zero value indicates that either the parent kaon scat-

tered in a part of the KTeV beamline, or there was a problem with the reconstruction

(i.e. the wrong cluster used as the photon cluster) or the event is in fact another kind

of decay, for which particles have been misidentified, or lost, or extra particles have

been gained.

The calculation of P 2
T requires a reference point. It is common to use the target

as this reference point, since this is the point at which the kaon was produced —

an unscattered kaon should point back to its production point. However, analyses

utilizing data involving KTeV’s regenerator—such as this one— use the center of

the downstream face of the regenerator as the reference point for the calculation of

P 2
T . The reason behind this is that the dominant scattering source in the regenerator

beam is the regenerator itself. The definition used in subsequent references will state

whether the target (VAC) or regenerator (REG) definitions were used. The value of

P 2
T with respect to the regenerator is shown in Figure 3.4
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Figure 3.3: Two cartoons showing a scattered kaon decay in order to illustrate the
difference between the “vacuum” and “regenerator” values of P 2

T . On the top, a kaon
in the vacuum beam has scattered and the P 2

T value is computed using the component
of the kaon momentum that is perpendicular to a line connecting the decay vertex and
the target. On the bottom, a kaon in the regenerator beam has scattered and the P 2

T

value is computed using the component of the kaon momentum that is perpendicular
to a line connecting the center of the downstream face of the regenerator and the
target. The two diagrams illustrate that the “regenerator” definition yields a larger
value of P 2

T than the “vacuum” definition, as the decay vertex and kaon momentum
vectors are identical in this example.



3.4. USEFUL SELECTION CRITERIA 51

)2/c2(GeV2
T

p
0 0.0005 0.001 0.0015 0.002 0.0025 0.003 0.0035 0.004 0.0045

10

210

3
10

410

5
10

 / ndf 2χ  9.614 / 2
p0        0.0191± 0.9964 
p1        465.9± -19.2 

)2/c2(GeV2
T

p
0 0.0005 0.001 0.0015 0.002 0.0025 0.003 0.0035 0.004 0.0045

0.5

1

1.5

2

2.5

3

3.5

4

 / ndf 2χ  9.614 / 2
p0        0.0191± 0.9964 
p1        465.9± -19.2 

Figure 3.4: A plot of P 2
T with respect to the downstream face of the regenerator for

the π+π−γ system before the cut. Data are points, while the histogram is of Monte
Carlo simulated events. The solid part of the histogram denotes the areas that pass
after this particular cut. A plot of the ratio of the number of data events to Monte
Carlo events, before this cut, is shown on the bottom. The number of Monte Carlo
events is normalized to be equal to the total number of data events in this plot. A fit
of the ratio using a linear function is also shown. Note that the fit is done to points
in the accepted region only.
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3.4.4 Z vertex

A cut is made on Zvertex which is the distance between the kaon production target

and the decay point of the kaon. Events with smaller values of Zvertex are removed

in order to decrease the amount of “target” KS in the data, as well as to reject short

lived hyperons like Λ and Σ . Events with higher values of Zvertex are removed in order

to minimize beam interactions from the vacuum window, from which some hadronic

and electromagnetic interactions come. The distribution of Zvertex is shown in Figure

3.5.
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Figure 3.5: A plot of the z location of the decay vertex, before the cut is applied.
Data are points, while the histogram is of Monte Carlo simulated events. The solid
part of the histogram denotes the areas that pass after this particular cut. A plot of
the ratio of the number of data events to Monte Carlo events, before this cut, is shown
on the bottom. The number of Monte Carlo events is normalized to be equal to the
total number of data events in this plot. A fit of the ratio using a linear function is
also shown.
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3.4.5 ELAB
γ

The value of ELAB
γ is simply the corrected energy of the cluster identified as having

come from the photon. Accidental activity ( in this case photons from the neutral

beam ) will produce many fake clusters in the CsI, however these fake clusters often

have low energy, so a cut on ELAB
γ is useful for eliminating background. Care should

be taken that this cut doesn’t result in a tighter effective cut on E∗
γ

CAL, which is the

photon energy in the kaon rest frame. The ELAB
γ spectrum is shown in Figure 3.6.
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Figure 3.6: The photon cluster energy in the lab frame, before the final analysis cut.
Data are points, while the histogram is of Monte Carlo simulated events. The solid
part of the histogram denotes the areas that pass after this particular cut. A plot of
the ratio of the number of data events to Monte Carlo events, before this cut, is shown
on the bottom. The number of Monte Carlo events is normalized to be equal to the
total number of data events in this plot. A fit of the ratio using a linear function is
also shown.
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3.4.6 E∗
γ
CAL

This is simply the value of the photon energy boosted into the kaon’s rest frame.

The cut was made at 20MeV in order to stay consistent with previous analyses.

In addition, using the 20MeV cut also allows the most recent published branching

ratios to be used for both KL and KS. Radiative corrections are also expected to be

reduced by using this cut value. However, this is a variable that directly enters into

the likelihood fit, so this cut may alter the resolution of the fit. In fact, when all four

data samples are used in the fit, the statistical error of ê is seen to decrease by a factor

of approximately 8% when the cut on E∗
γ is lowered to 6MeV. The E∗

γ
CALspectrum

is shown in Figure 3.7.
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Figure 3.7: A plot of the photon energy in the kaon rest frame before the cut. Data
are points, while the histogram is of Monte Carlo simulated events. The solid part
of the histogram denotes the areas that pass after this particular cut. A plot of the
ratio of the number of data events to Monte Carlo events, before this cut, is shown
on the bottom. The number of Monte Carlo events is normalized to be equal to the
total number of data events in this plot. A fit of the ratio using a linear function is
also shown.
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3.4.7 E∗
γ
KIN

One advantage to the KL,S → π+π−γ decay is that in principle it can be fulled recon-

structed. It is also a three body decay. These two facts lead to the ability to predict

what the value of E∗
γ should be in the kaon rest frame, given information about the

pions, in this case, the invariant mass of the pion pair.

In the kaon rest frame, the value of E∗
γ

KIN can be expressed as:

E∗
γ

KIN =
MK

2 −Mπ+π−
2

2MK
(3.1)

The value of E∗
γ derived using the kinematics of the dipion pair, E∗

γ
KIN , can be

compared to the value, E∗
γ

CAL measured from the calorimeter and used to determine

the energy resolution of the calorimeter. This value isn’t sensitive to extra clusters in

the calorimeter like E∗
γ

CAL is, however it is sensitive to second order radiative effects,

as well as tracking resolution.

A cut is made on this variable at a value equal to the cut on E∗
γ

CAL. Doing so

helps to improve the rejection of the already small KL,S → π+π− background.

3.4.8 Mπ+π−

In order to suppress KL,S → π+π− decays, it is necessary to cut on the invariant mass

of the dipion system. For KL,S → π+π−γ decays, the value should be less than the

mass of the neutral kaon. Careful attention needs to be paid to this cut, since, as

seen above, the value of Mπ+π−is directly correlated to the value of the photon energy

in the kaon rest frame. A cut on Mπ+π− is the same as a cut on E∗
γ

KIN and both are

strongly correlated to the value of E∗
γ

CAL. The value of Mπ+π− is plotted in Figure

3.8.
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Figure 3.8: A plot of the invariant mass of the pion pair before the Mπ+π− cut. Note
that any cut on E∗

γ
KIN will also be reflected here. Data are points, while the histogram

is of Monte Carlo simulated events. The solid part of the histogram denotes the areas
that pass after this particular cut. A plot of the ratio of the number of data events to
Monte Carlo events, before this cut, is shown on the bottom. The number of Monte
Carlo events is normalized to be equal to the total number of data events in this plot.
A fit of the ratio using a linear function is also shown.
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3.4.9 χ2
FUSION

While the CsI provides excellent identification of electrons and pions through the use

of the variable E/p, it is more difficult to distinguish between a satellite hadronic

cluster, which tend to be very broad,asymmetric and often deposit energy far from

the center of the shower, and a photon. The main characteristic is the transverse

energy shape, which for electromagnetic clusters tends to be well focused and asym-

metric. Using the large sample of electron induced electromagnetic showers in the

CsI collected by the experiment, it is possible to define an “ideal” transverse shower

shape which describes how the energy of a cluster is transversely distributed from its

center to its edges. The χ2 between this ideal shower shape and the actual transverse

energy deposition of a cluster is then computed and known as χ2
FUSION , which serves

as a rough measure of how close to an ideal EM cluster a given real cluster is. In

addition to distinguishing between hadronic and electromagnetic clusters, χ2
FUSION

can also expose overlapped clusters in which two photons enter the CsI and shower

in roughly the same location, hence the name.

For the candidate photon cluster, we require the value of χ2
FUSION to be smaller

than a certain value in order to maximize the chance that it is in fact a photon cluster.

As the Monte Carlo in general does not simulate this variable well, we do not apply

a tight cut on the value of the quantity. The value of χ2
FUSION is plotted in Figure

3.9.
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Figure 3.9: A plot of fusion χ2 before the cut on this variable. Data are points, while
the histogram is of Monte Carlo simulated events. The solid part of the histogram
denotes the areas that pass after this particular cut. A plot of the ratio of the number
of data events to Monte Carlo events, before this cut, is shown on the bottom. The
number of Monte Carlo events is normalized to be equal to the total number of data
events in this plot. A fit of the ratio using a linear function is also shown.
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3.4.10 π − γ Separation at CsI

As noted above, CsI clusters arising due to hadronic interactions — from pions for

example, are often very spread out and non-symmetric. As an example, see the

schematic of the KTeV event display in Figure ??. It is quite possible that an energy

leak from a pion cluster may be treated as a second cluster, and may be used incor-

rectly as a candidate photon cluster. Pion interactions upstream of the CsI have an

even larger effect here. In order to control the amount of contamination coming from

“satellite” pion clusters, we cut on the distance between the candidate photon and

pion clusters, with the assumption that satellite pion clusters increase in likelihood

at smaller distances from the pion cluster.

It should also be noted that the required tightness of this cut is correlated with

the χ2
FUSION cut. If a tight cut on χ2

FUSION is made, we may accept candidate photon

clusters closer to the pion clusters, and vice versa. The minimum value of the π − γ

seperation for each event is plotted in Figure 3.10.
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Figure 3.10: Minimum of the two pion/gamma separations at the CsI for each event,
before the cut. Data are points, while the histogram is of Monte Carlo simulated
events. The solid part of the histogram denotes the areas that pass after this particular
cut. A plot of the ratio of the number of data events to Monte Carlo events, before
this cut, is shown on the bottom. The number of Monte Carlo events is normalized
to be equal to the total number of data events in this plot. A fit of the ratio using a
linear function is also shown.
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3.4.11 P 2
π0

P 2
π0 is a kinematic quantity defined as the longitudinal momentum squared that a π0

would have in a frame in which the combined momenta of the π+ and π− are per-

pendicular to the kaon momentum, if the decay was a KL → π+π−π0 decay. For an

actual KL → π+π−π0 decay, this quantity is always positive when resolution effects

are ignored, however for a KL,S → π+π−γ decay, this quantity is often negative – the

only way in which 4-momentum can be conserved when the decay is misidentified is

if the hypothetical π0 particle has an imaginary momentum. If we make the addi-

tional assumption that the kaon has zero transverse momentum in the lab frame, the

expression for P 2
π0 is:

P 2
π0 =

(
MK

2 −M2
π0 −Mπ+π−

2
)2 − 4M2

π0Mπ+π−
2 − 4MK

2 (P 2
T )π+π−

4
(
Mπ+π−

2 + (P 2
T )π+π−

) (3.2)

where (P 2
T )π+π− is the combined transverse momentum of the dipion pair only. It

should be noted that (P 2
T )π+π− can either be calculated with respect to the target or

the face of the regenerator. This impacts the value of P 2
π0 so one should pay mind

to which definition is used. During the crunch and final analysis stage, the value

of (P 2
T )π+π− with respect to the target was used. It should also be noted that since

the tracking information used by the Level 3 trigger is different than that used by

KTeVana, the Level 3 values of Mπ+π− and (P 2
T )π+π− will be different than those of

KTeVana, and thus the Level 3 P 2
π0 cut is effectively a different cut than the P 2

π0 cut

used in later stages of data analysis. P 2
π0 is plotted in Figure 3.11.

Note that the definition of P 2
π0 involves both Mπ+π− and the transverse momentum

of the dipion pair. This means that the P 2
π0 cut will bias the E∗

γ spectrum, and this

cut will also be correlated with the cut on P 2
T through the transverse momentum of

the pions.
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Figure 3.11: A plot of P 2
π0 with respect to the downstream face of the regenerator,

before the final analysis cut. Data are points, while the histogram is of Monte Carlo
simulated events. The solid part of the histogram denotes the areas that pass after
this particular cut. A plot of the ratio of the number of data events to Monte Carlo
events, before this cut, is shown on the bottom. The number of Monte Carlo events
is normalized to be equal to the total number of data events in this plot. A fit of the
ratio using a linear function is also shown.
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3.4.12 π0 mass

While the cut on P 2
π0 serves as an excellent method with which to reject KL → π+π−π0

decays, it is not perfectly efficient at removing these events. To further suppress

KL → π+π−π0 decays, it is possible to look for evidence of the π0 in the event as

well by computing the invariant mass of all pairs of non-pion CsI clusters, assuming

that the photons originated at the charged decay vertex. Events which have a γγ

combination with an invariant mass near that of the π0 can then be removed. This

cut has the small added benefit of suppressing other decay modes containing π0s, for

example, KL → π0π±e∓ν and KL → π0π±µ∓ν . A plot of the γγ invariant mass

value which is closest to the π0 mass for each event is shown in Figure 3.12.
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Figure 3.12: A plot of the best π0 mass found in each event using two clusters in the
CsI calorimeter, before the cut on this variable. Data are points, while the histogram
is of Monte Carlo simulated events. The solid part of the histogram denotes the areas
that pass after this particular cut. A plot of the ratio of the number of data events to
Monte Carlo events, before this cut, is shown on the bottom. The number of Monte
Carlo events is normalized to be equal to the total number of data events in this plot.
Note that all events in this plot are removed by the π0 mass cut.
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3.4.13 E/p

The ratio of a track’s cluster energy in the CsI to its momentum as measured in the

magnetic spectrometer, known as “E/p”, provides an excellent tool with which to

discriminate different types of particles from one another. Electrons interact elec-

tromagnetically in the CsI, producing clusters that are tightly focused, allowing the

cluster to collect the majority of the energy of the electron. Electrons then will have

an E/p spectrum that is sharply peaked at E/p = 1 . Muons on the other hand, have

a much longer interaction length. The vast majority of these particles will minimally

interact, and will only deposit approximately 0.4GeV[25] of energy into the CsI on

average. Muons will then have an E/p spectrum peaked slightly above E/p = 0. Fi-

nally, some pions, with a mass roughly comparable to muons, will also pass through

the CsI and leave little energy behind. These pions will also produce a peak near

E/p = 0. However, pions can also interact hadronically in the CsI. These hadronic

clusters will be larger and more poorly defined compared to electromagnetic clusters,

meaning the CsI will sample varying fractions of each pion’s energy. These pions will

produce a broad spectrum of E/p values, from 0 up to 1, with a broad peak roughly

near 0.5. The total pion E/p spectrum will then have a sharp peak near 0, with a

broad shoulder peaking near 0.5 and stretching to E/p = 1.

Rejecting events with large values of E/p will quite effectively remove events with

electrons. However, muons can’t be removed with a cut on events with low E/p values

without also losing a large portion of KL,S → π+π−γ . In general, the Monte Carlo

cannot not perfectly reproduce the distribution of E/p for pions, due to the extreme

difficulty of simulating hadronic interactions in the CsI calorimeter, and hence, their

energy deposition. The larger of the two E/p values for each event is plotted in Figure

3.13.
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Figure 3.13: A plot of the greater of the two values of E/p for each event, before the
final E/p cut. Data are points, while the histogram is of Monte Carlo simulated events.
The solid part of the histogram denotes the areas that pass after this particular cut.
A plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
This distribution is not well reproduced by Monte Carlo, owing to difficulties in
simulating hadronic interactions in the calorimeter,
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3.4.14 Upstream track projection / γ separation

Another characteristic of electrons, other than E/p values near unity, is the likeli-

hood that they will emit bremsstrahlung radiation. If this radiation occurs when the

electrons are upstream of the analysis magnet, the magnet will deflect the electron

to a different trajectory, and the emitted photon will then produce an isolated CsI

cluster as illustrated in Figure 3.14. If the radiation occurs downstream of the analy-

sis magnet, the photon will overlap with the electron cluster in the CsI, and will not

produce an isolated photon cluster.

For this reason, some additional KL → π±e∓ν events can be removed by rejecting

events in which one of the upstream tracks, projected to the CsI, is near a photon

cluster. This quantity is plotted in Figure 3.15.

Figure 3.14: A cartoon of bremsstrahlung photon emission in a KL → π±e∓ν decay.
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Figure 3.15: A plot of the upstream track/photon separation distance at the CsI
before the cut. Data are points, while the histogram is of Monte Carlo simulated
events. The solid part of the histogram denotes the areas that pass after this particular
cut. A plot of the ratio of the number of data events to Monte Carlo events, before
this cut, is shown on the bottom. The number of Monte Carlo events is normalized
to be equal to the total number of data events in this plot. A fit of the ratio using a
linear function is also shown.
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3.4.15 Track Momentum

While E/p is an excellent method with which to remove electrons, we rely on the

muon veto in order to reject events with muons. Low energy muons( those with

momenta less than 7GeV/c) will be absorbed by the steel filter, without triggering

the muon veto, so we must remove these events by cutting on events with low track

momentum. The minimum track momentum of both tracks in each event is plotted

in Figure 3.16.
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Figure 3.16: A plot of the lesser of two track momenta per event before the cut. Data
are points, while the histogram is of Monte Carlo simulated events. The solid part
of the histogram denotes the areas that pass after this particular cut. A plot of the
ratio of the number of data events to Monte Carlo events, before this cut, is shown
on the bottom. The number of Monte Carlo events is normalized to be equal to the
total number of data events in this plot. A fit of the ratio using a linear function is
also shown.
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3.4.16 Early and in-time cluster energy

In order for a photon candidate cluster to be a good candidate, it should coincide in

time with the charged tracks. If there is a large amount of energy occurring before, or

conversely, an insignificant amount of energy during during the “in-time” period, the

cluster should be rejected. The energy in a CsI cluster is taken from an 120ns long

integration time, and the in-time cluster energy which is cut on here is taken from

the first 20ns of the integration. The early energy cut is applied to the time window

20ns prior to the in-time energy slice and will remove activity in the CsI which may

extend into the in-time window. The early and in-time cluster energies are plotted in

Figures 3.17 and 3.18.

This cut will help eliminate events that overlap with accidental photons, which

will in turn help to reject non-radiative KL → π±e∓ν and KL → π±µ∓ν events which

depend on an accidental photon in order to pass the selection requirements.
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Figure 3.17: A plot of the “early” energy of the photon candidate cluster before the
cut. Data are points, while the histogram is of Monte Carlo simulated events. The
solid part of the histogram denotes the areas that pass after this particular cut. A
plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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Figure 3.18: A plot of the “in-time” energy of the photon candidate cluster before
the cut. Data are points, while the histogram is of Monte Carlo simulated events.
The solid part of the histogram denotes the areas that pass after this particular cut.
A plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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3.4.17 pπ invariant mass

In addition to neutral kaons, a variety of neutral hyperons will also be created in

the KTeV target, creating another possible source of background. Λ particles are

created in the target, the regenerator and as daughters of other hyperon decay such

as Ξ → Λπ0 and Σ → Λγ. Thus, controlling the possible hyperon background involves

suppressing Λ decays, the most common of which is Λ → pπ . Noting that this is a two

body decay involving hadronic daughter particles, this decay will not be considerably

suppressed by other cuts used to suppress other background modes. However, the pπ

invariant mass can be computed by assuming that the “stiffer” track is the one with

the higher mass, and thus the most attractive proton candidate. A cut can then be

made in the region of the Λ mass. The pπ invariant mass is plotted in Figure 3.19.
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Figure 3.19: A plot of the proton/pion invariant mass before the cut. Data are
points, while the histogram is of Monte Carlo simulated events. The solid part of the
histogram denotes the areas that pass after this particular cut. A plot of the ratio
of the number of data events to Monte Carlo events, before this cut, is shown on the
bottom. The number of Monte Carlo events is normalized to be equal to the total
number of data events in this plot. A fit of the ratio using a linear function is also
shown.
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3.4.18 Photon Cluster Location in the CsI

In order to prevent energy leakage out of the edges of the calorimeter, we remove

combinations in which the candidate photon cluster is near the outer edge of the CsI

calorimeter. The units of this cut variable, called ISEEDRING, are large CsI blocks,

where a cluster with a seed in the outermost layer of CsI blocks has ISEEDRING =

19. A cut at ISEEDRING < 18.1 would then require that the cluster’s seed is at

least one large block away from the edge of the calorimeter.

In order to prevent energy leakage out of the inner edges of the calorimeter ( the

beam holes ) we also remove combinations in which the candidate cluster is near the

CsI’s beam holes. Here, the units of distance used are the number of small CsI blocks

between the seed of the candidate photon cluster and the nearest beam hole. The

smallest value any cluster can have is 4, which indicates that the seed is in a block

adjacent to the beam hole. The name of this cut variable is ISMLRING. Both ring

variables are plotted in Figures 3.20 and 3.21.
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Figure 3.20: A plot of the outer photon fiducial cut variable ISEEDRING, before
the cut. Data are points, while the histogram is of Monte Carlo simulated events.
The solid part of the histogram denotes the areas that pass after this particular cut.
A plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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Figure 3.21: A plot of the inner photon fiducial cut variable ISMLRNG before the
cut. Data are points, while the histogram is of Monte Carlo simulated events. The
solid part of the histogram denotes the areas that pass after this particular cut. A
plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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3.4.19 Vertex χ2

The value of χ2
V ERTEX describes how well the two tracks matched to form a common

decay vertex in the X and Y views. Smaller values indicate a more precise vertex

determination. Removing events with large values of χ2
V ERTEX eliminates events for

which the decay vertex is not well localized. Like most variables which are defined as

χ2, the KTeV Monte Carlo does not reliably simulate the distribution of values for

χ2
V ERTEX owing to the difficulty in estimating the size of the errors which appear in

the denominator of the definition of the χ2 characteristic. The value of χ2
V ERTEX for

each event is plotted in Figure 3.22.
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Figure 3.22: A plot of vertex χ2 before the cut. Data are points, while the histogram
is of Monte Carlo simulated events. The solid part of the histogram denotes the areas
that pass after this particular cut. A plot of the ratio of the number of data events to
Monte Carlo events, before this cut, is shown on the bottom. The number of Monte
Carlo events is normalized to be equal to the total number of data events in this plot.
A fit of the ratio using a linear function is also shown.
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3.4.20 Track Offset χ2

The value of χ2
OFFSET for each track describes how closely the upstream and down-

stream track segments match in the center of the analysis magnet, and is given by:

χ2
OFFSET =

(
∆x

σx

)2

+

(
∆y

σy

)2

(3.3)

where ∆x and ∆y are the offsets between the upstream and downstream track seg-

ments, when projected to the magnet, and σx and σy are the estimated uncertainties

due to track reconstruction in the offset values, taking into account the number of

hits used and multiple scattering effects.

Removing events with larger values of χ2
OFFSET eliminates events for which the

magnetic deflection and hence the momentum of a track is poorly reconstructed. The

Track Offset χ2 is plotted in Figure 3.23.
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Figure 3.23: A plot of the greater of the two track offset χ2 values in each event before
the cut. Data are points, while the histogram is of Monte Carlo simulated events.
The solid part of the histogram denotes the areas that pass after this particular cut.
A plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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3.4.21 Track Separation

It is necessary to examine the track separation at the CsI in both directions. If either

of the track’s projections to the CsI fall within a certain distance to each other in either

the X or Y direction, the X or Y track candidates may be interchanged, preventing

the tracking from being done correctly. Additionally, if the radial separation between

the track projections is too small, the tracks’ clusters will overlap, and an accurate

value of E/p, needed for particle ID, will be impossible to obtain. For these reasons,

we cut on the X,Y and radial separation of the tracks at the CsI. Plots of the X,Y

and radial track separations can be found in Figures 3.24, 3.25 and 3.26.
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Figure 3.24: A plot of the separation of the tracks in the x direction at the CsI, before
the cut. Data are points, while the histogram is of Monte Carlo simulated events.
The solid part of the histogram denotes the areas that pass after this particular cut.
A plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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Figure 3.25: A plot of the separation of the tracks in the y direction at the CsI, before
the cut. Data are points, while the histogram is of Monte Carlo simulated events.
The solid part of the histogram denotes the areas that pass after this particular cut.
A plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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Figure 3.26: A plot of the track separation at the CsI before the cut. Data are
points, while the histogram is of Monte Carlo simulated events. The solid part of the
histogram denotes the areas that pass after this particular cut. A plot of the ratio
of the number of data events to Monte Carlo events, before this cut, is shown on the
bottom. The number of Monte Carlo events is normalized to be equal to the total
number of data events in this plot. A fit of the ratio using a linear function is also
shown.
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3.4.22 Veto Cuts

The numerous veto counters in the experiment are designed to reject background

decays. While some veto detectors are not used, most are useful and their behavior

is well understood. The veto detectors which are used in this analysis are:

RC The Ring-Counters are used to also remove events with extra charged particles

or extra photons that escape the fiducial volume of the detector.

MA The Mask-Anti was used to reject decays upstream of the regenerator in both

beams.

SA/CIA vetoes The Spectrometer-Antis and CsI-Anti are both used to veto events

with extra charged particles and extra photons that escape the fiducial volume

of the detector.

Regenerator The downstream and upstream parts of the regenerator veto are both

used to reject decays upstream and inside of the regenerator, as well as to veto

events in which the kaon regeneration is not coherent (i.e. inelastic scatters in

the regenerator). The final part of the regenerator veto, that downstream of

the final Pb section, is crucial in vetoing neutral decays upstream and inside of

the regenerator.

3.4.23 Fiducial Cuts

The numerous fiducial cuts are meant to limit activity in the detector to regions in

which it is well understood, and to thus allow an accurate acceptance simulation.

The trajectory of the charged tracks are constrained by the following cuts:

VV’ clearance Both tracks must pass no closer than 2.0mm within the beam holes

in the VV’ counter, which ensures they are detected by the VV’ array.

CsI outside edge clearance Both tracks must pass no closer than 29.0mm from

the outside edge of the calorimeter. This ensures that the tracks pass within

the CsI, and can be matched to clusters for particle ID.
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CA clearance Both tracks must pass outside the CA veto by at least 2.0mm. This

ensures that the tracks pass within the CsI, and can be matched to clusters for

particle ID.

Track Separation in DC In order to keep the track efficiency high, the tracks are

required to be separated by at least 3 wire cells in each drift chamber.

DC edge clearance In order to keep the tracks within the central region of each

drift chamber in which the position resolution is acceptable, both charged tracks

are required to pass a certain distance from the outside of each drift chamber.

This distance is different for each drift chamber.
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Chapter 4

Background Determination

4.1 Total Size of Background

The number of background events in the four different samples can be estimated using

the plots of Mπ+π−γ and P 2
T . Events which reconstruct with high or low invariant

mass will contribute to the side bands of the kaon mass peak in the Mπ+π−γ plot as

can be seen in Figure 4.1, and will be composed of events with missing energy and/or

particles. Events which reconstruct with higher values of P 2
T will contribute to the

sideband of the P 2
T plot, and will be composed of events with missing energy and/or

particles, and will also include otherwise good KL,S → π+π−γ events in which the

kaons have undergone scattering.

In order to obtain a background estimate from data, the Mπ+π−γ plot is fit with

a combination of the Mπ+π−γ shape taken from Monte Carlo events plus the sum

of a decaying exponential distribution and a linear distribution. All components are

varied until a best fit is obtained, and then the background estimate is integrated

over the range of the kaon mass peak. The estimated number of events using this

method are shown in Table 4.1 while the plots themselves are shown in Figure 4.1

93
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Beam Year Estimated Number Total Number
Of Background Events Of Events

Regenerator 1997 20 ± 5 58755
Regenerator 1999 25 ± 5 75666
Vacuum 1997 44+24

−14 75506
Vacuum 1999 98 ± 36 97276

Total Total 187 ± 44 307203

Table 4.1: Background Estimates from Invariant Mass Plot
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Figure 4.1: Invariant mass plots of the 4 data samples shown with the fitted back-
ground component. Points are data, the light gray area represents the estimated
background, and the dark histogram is the sum of the background and Monte Carlo
KL,S → π+π−γ events.
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We can also perform a cross check by examining the plot of P 2
T . As with the

Mπ+π−γ plot, the data is fit with a combination of Monte Carlo events plus the sum

of a decaying exponential and a linear function. All components are varied until a

best fit is obtained, and then the background term is integrated under the P 2
T peak

in order to obtain a second background estimate which in this case also includes

scattered events. The estimated background found using this technique can be found

in Table 4.2 while the plots, including the background estimation can be found in

Figure 4.2

Beam Year Estimated Number Total Number
Of Background Events Of Events

Regenerator 1997 18 ± 7 58755
Regenerator 1999 35 ± 8 75666
Vacuum 1997 82 ± 11 75506
Vacuum 1999 88 ± 7 97276
Total Total 223 ± 17 307203

Table 4.2: Background Estimates from P 2
T Plot
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Figure 4.2: P 2
T plots of the 4 data samples shown with the fitted background compo-

nent. Points are data, the light gray area represents the estimated background, and
the dark histogram is the sum of the background and Monte Carlo KL,S → π+π−γ
events. The KL,S → π+π−γ Monte Carlo used as the signal component in this fit
includes clean signal events plus full scattering simulations, which includes collima-
tor scattering as well as regenerator scattering. The rate at which these scattering
processes occur is determined by the Monte Carlo simulation and is not adjusted in
the fit. The level at which these processes occur is explored in Section 4.4
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While the requirements placed on the data sample yield a relatively clean sample

of KL,S → π+π−γ events, there still remains a background at the 0.073% level in

the entire data sample that may contaminate the signal. There are four classes of

background:

Background Kaon decays These are kaon decays other than KL,S → π+π−γ. Of-

ten these must coincide with accidental activity in order to pass the selection

criteria

Non-kaon decays These include hyperon decays.

Scattered KL,S → π+π−γ decays These are KL,S → π+π−γ decays in which the

the kaon is scattered-resulting in a modification of the kaon wavefunction. These

may include inelastic regenerator scattering, diffractive regenerator scattering

and collimator scattering.

Modified KL,S → π+π−γ decays These are decays in which the dynamics of the

KL,S → π+π−γ are poorly reconstructed, either by mis-identifying the photon

calorimeter cluster, or by missing a second radiative photon in aKL,S → π+π−γγ

decay.

4.2 Background kaon decays

4.2.1 KL → π±e∓ν

The semileptonic decay KL → π±e∓ν can contribute to the background of

KL,S → π+π−γ when the electron is misidentified. The decay must also be ac-

companied by a photon, which can come from accidental activity, hadronic inter-

actions in the detector, or bremsstrahlung radiation from the electron. Note that the

bremsstrahlung can occur during the kaon decay (inner bremsstrahlung) or when the

electron’s trajectory is bent by the analysis magnet.

In an attempt to estimate the contribution of this mode to the background, large

samples of Monte Carlo events were generated for both years and beams. During

generation, PHOTOS was used to simulate radiative corrections. Hadronic interac-

tions in the detector where also simulated, as was accidental activity in the detector.
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36,440,142,309 events (2.6 times the expected number) were generated for the 1997

vacuum beam, 36,096,869,497 events (2.4 times the expected number) were generated

for the 1999 vacuum beam sample, 3,552,275,845 events (3.2 times the expected num-

ber) were generated for the 1997 regenerator beam sample, and 3,907,431,749 events

(3.2 times the expected number) were generated for the 1999 regenerator beam sam-

ple. These decays were generated in the ranges 30GeV/c2 < pK < 162GeV/c2 and

115m < Zvertex < 160m.

After the generated samples are subjected to all final analysis cuts, 1 event remains

in the 1997 regenerator beam sample, 5 events remain in the 1999 regenerator beam

sample, 15 events remain in the 1997 vacuum beam sample, and 16 events remain in

the 1999 vacuum beam sample.

Among the events remaining after all cuts, some are accepted due to hadronic

interactions in the VV’ trigger counter. When pions hadronically interact in the VV’

counters, the shower may extend downstream into the CsI and result in one or more

clusters being formed from the debris. Any of these clusters may be used as a photon

cluster candidate. In the 1997 sample, 3 events in the vacuum sample are of this

type. For the 1999 sample, 1 event in the regenerator beam and 4 in the vacuum

beam were due to interactions in the VV’ counter. The remainder were events in

which an accidental photon allowed the event to be accepted.

4.2.2 KL → π±µ∓ν with an accidental photon

The semileptonic decay KL → π±µ∓ν can also contribute to the background. While

KTeV includes muon detectors which can be used to veto this decay, they are not

100% efficient in detecting muons, thus they are not 100 % efficient in rejecting them.

Another cut which is particularly effective in rejecting muons is to remove events for

which a particular track’s associated CsI cluster has a energy of less than 2 GeV —

which indicates that the particle was minimum ionizing. However, a large percentage

of charged pions are also minimum ionizing, preventing this cut from being used due

to the loss in statistics which would result. Thus, only the muon detectors are used to

identify and reject muons. Except in the case of the radiative decay, the photon must

be supplied by an accidental photon, or by a hadronic interaction in the spectrometer.

A large sample of Monte Carlo generated KL → π±µ∓ν event was generated in order



100 CHAPTER 4. BACKGROUND DETERMINATION

Cut Variable Relative loss due to only this cut (%)
97REG 99REG 97VAC 99VAC

π0 mass 50.00 ± 35.36 0.00 ± 0.00 6.25 ± 6.05 5.88 ± 5.71
Z vertex 0.00 ± 0.00 0.00 ± 0.00 25.00 ± 9.68 20.00 ± 8.94
Mπ+π−γ 85.71 ± 13.23 50.00 ± 15.81 72.22 ± 6.10 83.33 ± 3.80

P 2
T (VAC) 96.43 ± 3.51 96.21 ± 1.66 95.15 ± 1.22 98.25 ± 0.43

pK 0.00 ± 0.00 28.57 ± 17.07 21.05 ± 9.35 33.33 ± 9.62
E∗

γ 50.00 ± 35.36 16.67 ± 15.21 0.00 ± 0.00 5.88 ± 5.71

ELAB
γ 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 15.79 ± 8.37

Mπ+π− 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 15.79 ± 8.37
E/p 0.00 ± 0.00 44.44 ± 16.56 37.50 ± 9.88 5.88 ± 5.71
χ2

FUSION 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 15.79 ± 8.37
Track Separation 0.00 ± 0.00 0.00 ± 0.00 6.25 ± 6.05 0.00 ± 0.00
π − γ separation 0.00 ± 0.00 28.57 ± 17.07 11.76 ± 7.81 54.29 ± 8.42
Smlring 50.00 ± 35.36 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Track X-separation 0.00 ± 0.00 37.50 ± 17.12 51.61 ± 8.98 52.94 ± 8.56
Early Cluster Energy 0.00 ± 0.00 16.67 ± 15.21 28.57 ± 9.86 23.81 ± 9.29
Intime Cluster Energy 66.67 ± 27.22 37.50 ± 17.12 55.88 ± 8.52 40.74 ± 9.46
Upstream Track - γ separation 50.00 ± 35.36 16.67 ± 15.21 40.00 ± 9.80 33.33 ± 9.62
Veto Cuts 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 15.79 ± 8.37

Table 4.3: Fraction of Combinations in KL → π±e∓ν Monte Carlo removed by each
cut. Each value gives the relative difference between the total number of events before
and after each particular cut after all other cuts have already been applied

to try to estimate the significance of this decay as a background. This simulation,

much like KL → π±e∓ν included radiative corrections using PHOTOS, as well as

accidental event overlays and hadronic interaction simulations.

24,331,280,362 events (2.6 times the expected number) were generated in the 1997

vacuum beam, 25,269,646,220 events (2.5 times the expected number) were generated

for the 1999 vacuum beam, while 1,764,850,286 (2.4 times the expected number)

events were generated in the 1997 regenerator beam, and 2,709,962,060 event (3.3

times the expected number) were generated in the 1999 regenerator beam. These

decays were generated in the ranges 30GeV/c2 < pK < 162GeV/c2 and 115m <

Zvertex < 160m.

After the generated samples are subjected to all final analysis cuts, 1 event remains

in the 1997 regenerator beam sample, no events remain in the 1999 regenerator beam

sample, 2 events remain in the 1997 vacuum beam sample, and 1 event remains in

the 1999 vacuum beam sample.
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Of the events remaining after all cuts, an accidental photon allowed each event to

be accepted.

Cut Variable Relative loss due to only this cut (%)
97REG 99REG 97VAC 99VAC

π0 mass 50.00 ± 35.36 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Z vertex 0.00 ± 0.00 0.00 ± 0.00 33.33 ± 27.22 50.00 ± 35.36
Mπ+π−γ 85.71 ± 13.23 0.00 ± 0.00 77.78 ± 13.86 83.33 ± 15.21

P 2
T 96.43 ± 3.51 100.00 ± 0.00 91.30 ± 5.88 97.14 ± 2.82

pK 0.00 ± 0.00 0.00 ± 0.00 50.00 ± 25.00 50.00 ± 35.36
E∗

γ 50.00 ± 35.36 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

ELAB
γ 0.00 ± 0.00 0.00 ± 0.00 33.33 ± 27.22 0.00 ± 0.00

E/p 0.00 ± 0.00 0.00 ± 0.00 60.00 ± 21.91 0.00 ± 0.00
Track Momentum 0.00 ± 0.00 0.00 ± 0.00 66.67 ± 19.25 66.67 ± 27.22
π − γ separation 0.00 ± 0.00 0.00 ± 0.00 33.33 ± 27.22 0.00 ± 0.00
Smlring 50.00 ± 35.36 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Intime Cluster Energy 66.67 ± 27.22 0.00 ± 0.00 66.67 ± 19.25 66.67 ± 27.22
Upstream Track - γ separation 50.00 ± 35.36 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

Table 4.4: Fraction of Combinations in KL → π±µ∓ν Monte Carlo removed by each
cut. Each value gives the relative difference between the total number of events before
and after each particular cut after all other cuts have already been applied Note that
the 97REG sample contains no events for which one cut is failed.

4.2.3 KL → π+π−π0 with one photon missed

The final kaon decay which is likely to contribute to the background owing to its large

branching ratio is KL → π+π−π0. When the π0 undergoes the most common two

photon decay, a KL → π+π−π0 event can easily fake a KL,S → π+π−γ event without

the need for accidental photons, bremsstrahlung radiation or hadronic interactions

in the detector. In order to study this possible source of background, large Monte

Carlo samples were generated, with radiative corrections, hadronic interactions and

accidental activity all included in the simulations.

6,618,147,560 events (1.5 times the expected number) were generated in the 1997

vacuum beam sample, 7,297,958,376 events (1.5 times the expected number) for 1999

vacuum beam, 473,214,696 events (1.4 times the expected number) were generated in

the 1997 regenerator beam sample, and 562,490,175 events (1.5 times the expected
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number) in the 1999 regenerator beam sample. These decays were generated in the

ranges 30GeV/c2 < pK < 162GeV/c2 and 115m < Zvertex < 160m.

After the generated samples are subjected to all analysis cuts, 7 events remain in

the 1997 regenerator beam sample and 4 events remain in the 1999 regenerator beam

sample, while there are 12 events in the 1997 vacuum beam and 17 events in the 1999

vacuum beam. samples.

Cut Variable Relative loss due to only this cut (%)
97REG 99REG 97VAC 99VAC

π0 mass 30.00 ± 14.49 50.00 ± 17.68 40.00 ± 10.95 34.62 ± 9.33
Z vertex 0.00 ± 0.00 0.00 ± 0.00 25.00 ± 10.83 34.62 ± 9.33
Mπ+π−γ 92.86 ± 2.60 99.52 ± 0.24 94.47 ± 1.55 96.86 ± 0.75

P 2
T 92.47 ± 2.74 99.48 ± 0.26 94.34 ± 1.59 97.63 ± 0.57

pK 0.00 ± 0.00 20.00 ± 17.89 0.00 ± 0.00 0.00 ± 0.00
Track Momentum 0.00 ± 0.00 0.00 ± 0.00 7.69 ± 7.39 0.00 ± 0.00
χ2

V ERTEX 0.00 ± 0.00 20.00 ± 17.89 45.45 ± 10.62 29.17 ± 9.28
χ2

OFFSET 56.25 ± 12.40 73.33 ± 11.42 86.96 ± 3.51 87.59 ± 2.82
π − γ separation 12.50 ± 11.69 50.00 ± 17.68 33.33 ± 11.11 22.73 ± 8.93
Seedring 30.00 ± 14.49 55.56 ± 16.56 0.00 ± 0.00 0.00 ± 0.00
P 2

π0 (VAC) 0.00 ± 0.00 20.00 ± 17.89 14.29 ± 9.35 10.53 ± 7.04
Early Cluster Energy 30.00 ± 14.49 20.00 ± 17.89 14.29 ± 9.35 5.56 ± 5.40
Intime Cluster Energy 56.25 ± 12.40 42.86 ± 18.70 7.69 ± 7.39 0.00 ± 0.00
Veto Cuts 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 10.53 ± 7.04

Table 4.5: Fraction of Combinations in KL → π+π−π0 Monte Carlo removed by each
cut. Each value gives the relative difference between the total number of events before
and after each particular cut after all other cuts have already been applied

This decay has some very striking characteristics which distinguish it from the

signal mode. For KL → π+π−π0 events, the average value of P 2
π0 is positive due to

the mass of the emitted neutral pion, while for the KL,S → π+π−γ signal mode this

is not the case. When KL → π+π−π0 events are reconstructed, one photon is not

used — causing the π+π−γ invariant mass to reconstruct well below the value of the

mass of the neutral kaon. The most probable value of the vertex P 2
T is near 0.006

GeV 2/c2 unlike KL,S → π+π−γ for which the most probable value is zero. Finally,

these events often have a value of Mπ+π−near 0.35 GeV/c2. While P 2
π0 and vertex P 2

T

are correlated, combinations of the other observables can be plotted and serve as an

excellent way to identify this mode.
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4.2.4 Comments about background due to kaon decays

As can be seen in the results above, the KTeV Monte Carlo predicts that the three

most common kaon decays do not appreciably contribute to the background. However,

the suppression due to the analysis cuts is so great that it is not realistic to expect

that the KTeV Monte Carlo would be able to model the acceptance of the detector

to one part in a billion. In reality, the actual contribution from these modes is most

likely much higher than predicted.

KL → π+π−π0 will be very sensitive to the level of accidental activity in the

detector, which can supply a photon with enough energy to cause the π+π−γ invariant

mass to reconstruct within the mass cut window. In addition, it will be very sensitive

to track resolution, as the P 2
π0 cut removes a great deal of these events.

The rejection of KL → π±e∓ν depends mainly on the modeling and reconstruction

of electromagnetic showers in the CsI calorimeter. However, there are a number of

rare and/or exotic phenomena which could cause the energy of the electron to not be

properly measured and thus skew E/p towards a value which may be accepted.

Finally, properly modeling the effectiveness of the muon vetoes which are used to

reject KL → π±µ∓ν proves especially challenging due the their size and complexity.

In a previous analysis [26] of KL,S → π+π−, KL → π±e∓ν and KL → π±µ∓ν were

found to contribute to the background to that particular decay. By applying addi-

tional cuts to the data, it was possible to select KL → π±e∓ν or KL → π±µ∓ν events.

To enhance KL → π±e∓ν and further suppress KL → π±µ∓ν the cuts applied where

to keep events in which one track had E/p > 0.75 and the other track deposited at

least 1 GeV of energy into the CsI. This selected events in which an electron appeared

to be present, in addition to a particle which was not minimum ionizing. On the other

hand, requiring one particle to be minimum ionizing (a muon) and the other particle

to have E/p < 0.5 (not an electron) enhances KL → π±µ∓ν over KL → π±e∓νḊoing

so resulted in an estimate of the backgrounds due to KL → π±e∓ν and KL → π±µ∓ν

to be 0.036% and 0.054% respecitively for the vacuum beam and 0.001% and 0.002%

for the regenerator beam .This indicates that contrary to the Monte Carlo prediction,

the analysis cuts have a harder time rejecting KL → π±µ∓ν decays.

However, in the KL,S → π+π−analysis [26], the absolute amount of background

in that analysis is much higher, allowing studies of the background regions in the
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invariant mass and P 2
T plots to reveal the identity and size of the various background

components. In the KL,S → π+π−γ samples, the background level is much lower (

the sum of the sidebands in the invariant mass plot of all four datasets is 5000 events)

frustrating attempts to make an accurate estimate of the exact composition of the

background.

It is possible, however, to make a rough estimate of the background composition.

First, we confirm that the majority of the low mass region background, in the region

of 0.46 GeV/c2 is in fact due to KL → π+π−π0 decays.

Investigation of events with low invariant mass

The shape of the π+π−γ invariant mass plot for KL → π+π−π0 is strongly peaked in

this region. For this reason, KL → π+π−π0 is most likely to be seen in this region.

First, events with 0.46 GeV/c2 < Mπ+π−γ < 0.475 GeV/c2 are selected in order

to minimize the presence of KL,S → π+π−γ events. Second, the number of events

for which 0.30 GeV/c2 < Mπ+π− < 0.35 GeV/c2 and 0.01 GeV 2/c2 < V ertex P 2
T <

0.02 GeV 2/c2 are counted. This region is chosen as one for which KL → π+π−π0

decays are concentrated, but other background decays do not. The number of events

in the total low invariant mass sample, and those in the restricted sample, are shown in

Table 4.6. The fraction of events residing in the restricted area compared to the total

low mass invariant mass region is approximately 50% in the regenerator beam and

30% in the vacuum beam. Looking at the same ratios for various background Monte

Carlo samples, we notice that KL → π+π−π0 is most likely the source, with ratios of

45% and 30% at the crunch level. The other background decays have fractions of less

than 2%, while KL,S → π+π−γ decays have fractions of less than 7%.

Investigation of events with high invariant mass

The higher invariant mass region, which is taken to be 0.5150 GeV/c2 < Mπ+π−γ <

0.5400 GeV/c2 is not as easy to study. Here, the larger background modes,

KL → π+π−π0, KL → π±e∓ν and KL → π±µ∓ν are all expected to contribute.

We first repeat the above process in order to check for the presence ofKL → π+π−π0

events. Counting the total number of events in the reduced sample, and those with
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Data Sample Number of Events Number of Events
in low Mπ+π−γ region in low Mπ+π−γ region

with additional Mπ+π−

and Vertex P 2
T cuts

1997 Regenerator 91 46
1999 Regenerator 112 56
1997 Vacuum 224 79
1999 Vacuum 247 72

Table 4.6: Distribution of events in the region defined by 0.46 GeV/c2 < Mπ+π−γ <

0.475 GeV/c2 The fraction of these events which reside in the more restricted sam-
ple matches the fraction found in KL → π+π−π0 Monte Carlo events, indicating
that the majority of background events in the low invariant mass region are in fact
KL → π+π−π0 events.

even tighter cuts on Vertex P 2
T and Mπ+π− it appears as though KL → π+π−π0 can-

didates only make up a small part of the background in this region.

Data Sample Number of Events Number of Events
in high Mπ+π−γ region in high Mπ+π−γ region

with additional Mπ+π−

and Vertex P 2
T cuts

1997 Regenerator 17 2
1999 Regenerator 22 4
1997 Vacuum 41 4
1999 Vacuum 69 6

Table 4.7: Distribution of events in the region defined by 0.515 GeV/c2 < Mπ+π−γ <

0.540 GeV/c2 The fraction of these events which reside in the more restricted sample
indicate that the majority of background events in this region are not KL → π+π−π0

events, unlike the case at low invariant masses.

The next step is to determine if any part of the background may be due to

KL → π±µ∓ν. We follow Reference [26] and apply further cuts to the higher mass

background region in order to try to identify the background composition.

First, we require that one track in the event has E/p < 0.5 and require that the

other track deposited less than 1.0 GeV of energy into the CsI. This will remove the

vast majority of remaining KL → π±e∓ν events, while keeping most KL → π±µ∓ν

events. The number of events before and after this cut are shown in Table 4.8.
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Data Sample # of Events # of Events
in high Mπ+π−γ region in high Mπ+π−γ region

with KL → π±µ∓ν enhancement cuts

1997 Regenerator 17 11
1999 Regenerator 22 5
1997 Vacuum 41 10
1999 Vacuum 69 18

Table 4.8: Distribution of events in the region defined by 0.515 GeV/c2 < Mπ+π−γ <

0.540 GeV/c2 The fraction of these events which reside in the more restricted sample
indicate that KL → π±µ∓ν events are present in the background.

Instead removing KL → π±µ∓ν events and keeping most KL → π±e∓ν events re-

sults in the number of events indicated in Table 4.9

Data Sample Number of Events Number of Events
in high Mπ+π−γ region in high Mπ+π−γ region

with KL → π±e∓ν enhancement cuts

1997 Regenerator 17 3
1999 Regenerator 22 3
1997 Vacuum 41 7
1999 Vacuum 69 13

Table 4.9: Distribution of events in the region defined by 0.515 GeV/c2 < Mπ+π−γ <

0.540 GeV/c2 The fraction of these events which reside in the more restricted sample
indicate that KL → π±e∓ν events are present in the background.

However, not all KL → π±µ∓ν events will pass the KL → π±µ∓ν enhancement

cuts, nor will all KL → π±e∓ν events pass the KL → π±e∓ν enhancement cuts. Given

the limited statistics of the KL → π±µ∓ν and KL → π±e∓ν Monte Carlo samples af-

ter all cuts, we are forced to compute the efficiency of the enhancement cuts using

the MC samples after crunch cuts but before the analysis cuts. As the enhancement

cuts depend only on E/p, track momentum and and track cluster energy, the effi-

ciency at the crunch level and after all analysis cuts should be approximately the

same. Applying crunch cuts to the KL → π±µ∓ν MC samples, and then applying the

KL → π±µ∓ν enhancement cuts to the result, we find that the efficiency for this extra



4.2. BACKGROUND KAON DECAYS 107

cut is approximately 72%. Applying crunch cuts to the KL → π±e∓ν MC samples,

and then applying the KL → π±e∓ν enhancement cuts to the result, we find that

the efficiency for this extra cut to be very approximately 57% . Recalling that the

efficiency for the KL → π+π−π0 enahancement cut on KL → π+π−π0 events is ap-

proximately 40% we can attempt to compute the total number of background events

before the enhancement cuts. Assuming that events which pass the KL → π±e∓ν

enhancement cut are only KL → π±e∓ν events, and likewise for the KL → π±µ∓ν

and KL → π+π−π0 enhancement cuts, we arrive at a very rough estimate for the

composition of the background as shown in Table 4.10

Data Sample # of Estimated # of Estimated # of Estimated
KL → π+π−π0 Events KL → π±µ∓νevents KL → π±e∓ν events

1997 Regenerator 5 15 5
1999 Regenerator 10 7 5
1997 Vacuum 10 14 12
1999 Vacuum 15 25 23

Table 4.10: Estimated background composition of events in the region defined by
0.515 GeV/c2 < Mπ+π−γ < 0.540 GeV/c2

The high mass background appears to be a mixture of different decay modes

as expected with a composition of 40% KL → π±µ∓ν, 30%KL → π±e∓ν and 30%

KL → π+π−π0 . It should be restated that this is only a very approximate estimation,

meant mainly as a qualitative rather than quantitative study. Additionally, the results

of this study in no way impact the results of the maximum likelihood fit, as we do

not use knowledge of the background composition in that result.

Further, since the KL → π+π−π0 peak at lower invariant mass falls off sharply

with increasing invariant mass, the actual background in the signal region can be

approximated as having the same composition as that at invariant masses larger than

the kaon mass. The consequence is that our best estimate for the total (for both

years and both beams) composition of the background would be 40% KL → π±µ∓ν,

30%KL → π±e∓ν and 30% KL → π+π−π0 .
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4.3 Non-kaon decays

4.3.1 Neutral Hyperons

In addition to neutral kaons, neutral hyperons are produced in the target and regen-

erator, and thus are possible sources of background.

The lambda decay Λ → pπ provides a possible source of background when the

decay is accompanied by a photon and the proton is misidentified as a pion. In

addition to Λ particles produced in the target and in the regenerator, Λs are also

produced by other hyperon decays, such as Σ0 → Λγ Ξ → Λπ0 and Ξ → Λγ . A

study of the hyperon background [27] for the 1997 analysis on KL → π+π−γ [11]

revealed that the background due to Λ → pπ is approximately (2.17 ± .27) events

when the conservative value of 730:10:1 1 is used from the ratios of KL to Λs to Ξ

produced in the target. The estimate for Ξ → Λπ0 is even lower. In this analysis, an

even smaller amount of these decays are expected due to a tighter cut on Zvertex .

However, in order to erase uncertainty on these estimates due to the kaon to hyperon

flux ratios, we have chosen to apply a cut on the pπ invariant mass in the region of

the Λ mass. Doing so will effectively eliminate the hyperon background, as the most

common modes involve Λ decays. Only the radiative Λ decay will escape this cut,

however due to its low branching ratio and the presence of the pπ invariant mass cut,

this mode is not expected to contribute to the background. Inspection of the pπγ

invariant mass plot reveals that no peak exists. In summary, the background due to

hyperon decays is expected to be negligible.

4.4 Scattered KL,S → π+π−γ decays

4.4.1 Regenerator Scattering

These are unwanted regenerated kaon decays which do not acquire a coherent phase

during regeneration. There are two types of these events. The first class of events

are due to the inelastic process which deposits energy into the regenerator, so most

of this process can be removed using the regenerator veto. These events will also

1This ratio is valid for the range 20GeV < EK < 230GeV and 95m < Zvertex < 158m only
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have non-zero P 2
T values. These events will have a modified wavefunction, and their

presence may affect the likelihood fit. As the KTeV Monte Carlo which simulates

these events also properly included their frequency, the size of this background is

extracted using the Monte Carlo prediction.

Events which have undergone diffractive regenerator scattering do not leave en-

ergy in the regenerator, however the length of the regenerator has been designed to

minimize these events. These events will have a modified wavefunction, and as such

can affect the likelihood fit. Again, the Monte Carlo does simulate and predict the

frequency of these events, which is used to estimate the number of these events in the

final data sample.

The fraction of events which do not coherently regenerate, as predicted by the

Monte Carlo simulation, are 0.09% and 0.10% for the 1997 and 1999 regenerator

beam samples respectively. Applying these percentages to the total number of events

in each sample, we estimate that incoherent regeneration contributes approximately

129 events to the background.

4.4.2 Collimator Scattering

These are events in which the kaon either grazes one of the collimators, or scatters

within it. Most often these events will acquire some transverse momentum during the

scattering process which can then be used to reject this background. As the KTeV

Monte Carlo simulates these events along with their frequency, the number of events

in the sample of this type is estimated using the Monte Carlo simulation. The Monte

Carlo predicts roughly 0.0084%, 0.0057% , 0.0062% , and 0.0112% of events will have

undergone some kind of scattering in the collimators from the 1997 regenerator, 1997

vacuum, 1999 regenerator and 1999 vacuum beams samples respectively. Applying

these percentages to the total number of events in each sample, we estimate that

collimator scattering contributes approximately 25 events in total to the background.

We assume that this background is negligible.
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4.5 Modified KL,S → π+π−γ decays

4.5.1 KL,S → π+π−γγ

This process can affect the reconstruction of KL,S → π+π−γ events a number of dif-

ferent ways which can then lead to a bias in the likelihood fit. However, we choose to

treat this process as signal, as its effect will be taken into account during the treat-

ment of other systematic errors. As this process is simulated in the Monte Carlo by

PHOTOS, we can estimate how many events of this type are present in the sample.

The estimate is approximately 1.4% in the 1997 samples, 2.8% in the 1999 regenerator

sample and 2.2% in the 1999 vacuum beam sample. For all samples, the number of

these events for which the 2nd photon has an energy above 20MeV in the kaon rest

frame is completely negligible.



Chapter 5

Monte Carlo Simulation

Any analysis of experimental data requires an understanding of how the apparatus

used in the collection of the data may effect the data sample, and an analysis of

KTeV data is no different. The KTeV collaboration has written a detailed Monte

Carlo simulation of the detector and beam-line [28, 26, 29].

The Monte Carlo simulation integrates the physics of particle production, rela-

tivistic kinematics, the interaction of particles with matter, and the physical layout

of the experiment. The Monte Carlo simulation is used primarily in the calculation

of the “acceptance” for each event, which is a quantity that describes the probability

that a event with a particular set of characteristics may be accepted into a dataset.

The Monte Carlo is also useful for simulating the ability of the detector to measure

the characteristics of each event. In addition to acting as a model of the detector, the

KTeV Monte Carlo, also known as KTeVMC, also contains the physics of a number of

neutral kaon and hyperon decays, which can be used to model each particular decay.

The result is the ability to produce “fake” data samples of particular decays which

approximate the actual data, allowing the effects of various cuts and backgrounds to

be understood in relation to a desired signal, which is typically a single kaon decay

channel.
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5.1 Generation and Propagation of Neutral Kaons

Each Monte Carlo event begins with the selection of the beam in which the parent

kaon will decay, in addition to the choice of which beam the regenerator occupies.

KTeVMC has the ability to generate the proper relative number of events in the

vacuum and regenerator beams at the same time, however this analysis produces

Monte Carlo data samples which consist of only vacuum beam or regenerator beam

decays, and the two samples are always kept separate. Once the location and type of

beam are selected, the timing of the event is determined, i.e. where in the 1-ns long

RF bucket the kaon is produced.

The next step is to choose the identity (K0 or K̄0) of the parent kaon, choose its

momentum and finally its direction of propagation. For all three tasks, the Malensik

kaon production functions [30] are utilized. These production cross sections, which are

functions of the resulting kaon momentum and production angle, are first integrated

to obtain the total cross-section for K0 and K̄0 production. These probabilities

are then used to select either a K0 or K̄0 state. Once that is done, the selected

state is then re-expressed as a KL - KS basis state. This is then the initial kaon

wavefunction. The kaon momentum and production angle are then selected using

the production cross-section which is appropriate for the type of particle in question.

The consequence is that K0 and K̄0 states will have slightly different momentum

distributions. It should be noted that a small correction term is added to both the

K0 and K̄0 production cross-sections which forces the kaon momentum distribution

to match that of the data. This correction is based on KL,S → π+π− data, as this

is the only decay which can be completely reconstructed and contains no adjustable

parameters which describe the kinematics of the decay, as it is a simple two-body

decay. Finally, the point along the target at which the kaon was produced is selected

using a simple decaying exponential distribution of the form

P (z) ∝ exp− z

Labs
(5.1)

where z is the position along the target, and Labs is the effective absorption length of

the KTeV target.

After this point, the initial kaon wavefunction must be evolved up to the the
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beginning of the decay volume.

5.1.1 Kaon wavefunction evolution and particle transport

Once the kaon is produced, it will travel through the remainder of the target, the

beam absorbers, and the rest of the KTeV beam-line. Every time the kaon passes

through matter, it may scatter. Additionally, the kaon’s wavefunction will evolve from

a pure K0 or K̄0 state to a mixed state. In the KL - KS basis, the KS component

will be reduced except in cases in which the kaon passes through matter, then the KS

state may be regenerated, as in the active regenerator. Without regeneration, except

in cases of extreme scattering or extremely high kaon momentum, towards the end of

the decay volume the kaon state will be predominantly that of a KL .

KTeVMC transports the kaon throughout the beam-line and detector element by

element, including the space between elements. The evolution of the kaon wavefunc-

tion is done using a matrix transformation. This matrix transformation takes the

form of:

(
KS

′

KL
′

)
=

(
cosh(iδτ) − H

δ
sinh(iδτ) G

δ
sinh(iδτ)

G
δ

sinh(iδτ) cosh(iδτ) + H
δ

sinh(iδτ)

)

× e
−

„
1
4
(ΓS+ΓL)+=

„„
pK
MK

«“
NA
Z

”
π c d f+

««
τ

(
KS

KL

) (5.2)

where

δ =
√
H2 +G2

H =
∆M

2
− i

4
(ΓS − ΓL)

G =

(
NA

Z

)(
pK

MK

)(
pK

70GeV/c

)α

π c d f−

(5.3)

and τ is the proper time of flight of the kaon during the current round of propagation,

c is the speed of light, d is the density of the material that the kaon is transecting, Z

denotes the atomic number of the matter, NA is Avogadro’s number, α is a power law

parameter intrinsic to the material, and both f+ and f− are kaon-nucleon scattering

amplitudes for the material in question. Note that d, Z, α, f+, f− are all needed to
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describe the transformation matrix for a given part of the beamline. Also note that

in the case of vacuum, d = f+ = f− = 0 and the transformation matrix becomes:

(
KS

′

KL
′

)
=

(
exp (−iδτ) 0

0 exp (+iδτ)

)

× e−( 1
4
(ΓS+ΓL))τ

(
KS

KL

)

=

(
exp−1

2
(i∆Mτ − ΓSτ) 0

0 exp +1
2
(i∆Mτ − ΓLτ)

)(
KS

KL

)
(5.4)

which indicates that there is no oscillation between KL and KS in vacuum. Using the

above transformation matrix, the wavefunction is propagated through each beam-line

element, using the proper material specifications for each element until the beginning

of the decay volume is reached, at which point the Monte Carlo chooses the point at

which the kaon will decay.

5.2 Generation of KL,S → π+π−γ decays

The purpose of the Monte Carlo simulation is two fold. First, it allows us to correct

our results for the effect of the acceptance of the KTeV detector without having

to determine a closed-form solution for the acceptance. Secondly, it allows us to

generate “fake” data which can then be compared to real data in order to expose any

problem in the understanding of the detector. In order to achieve the second goal, it

is imperative that the Monte Carlo also include a detailed simulation of the decay in

question itself. KTeVMC is able to generate a wide variety of kaon decays, as well as

hyperon decays. However, due to the complexity of this analysis, it was necessary to

completely rewrite the decay routine that handles KL,S → π+π−γ events.

5.2.1 Generation Using Matrix Element

The new feature introduced in the routine which generates KL,S → π+π−γ decays is

the use of the triple differential decay rate (Equation 2.40) which allows values of E∗
γ ,

cos (θ) and Zvertex to be generated at the same time. This triple differential decay
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rate contains all the physics of the KL,S → π+π−γ decay, and also serves as our model

which will be fit to the data.

The first step in the procedure is the choice of a trial value of the kaon proper

lifetime τ relative to the beginning of the decay volume. While one could in principle

generate this from a uniform distribution, we instead pick1 a value of τ using the

following function:

τ =
−0.005

c
+

1.010

c
t3rand (5.5)

where trand is a uniform random number between 0 and 1 and c is the speed of light.

This function maps trand in such a way that τ will tend to take on smaller values—in

other words we take a unbiased random number and produce a biased variable. This

is done because we expect to see many more KL,S → π+π−γ events with small values

of τ than large values. However, we will need to correct for this bias when we make

the acceptance-rejection decision, so we also assign a statistical weight of

wτ = 3

(
1.010

c

)
t2rand (5.6)

to this choice of τ , which will be used later. If τ takes on a value between 0 and the

value that corresponds to the kaon escaping the decay volume, we continue on. If

not, we repeat the process again.

Next, a value of E∗
γ is selected using

E∗
γ = (E∗

γ
min − 0.005) + (E∗

γ
max − E∗

γ
min + 0.01) ∗ E3

rand (5.7)

where E∗
γ

min is the minimum allowable value of E∗
γ , which is used as a infrared cutoff

here, E∗
γ

max is the maximum possible value of E∗
γ as limited by conservation of four

momentum, and Erand is a uniform random number from 0 to 1. Note that E∗
γ

max =

MK
2−4Mπ

2

2MK
. As before, the use of this function will tend to produce lower values of

E∗
γ , just was we expect to see more low E∗

γ events in the data. Again, we must correct

1Note that we will sometimes choose negative values using this function. As noted in the text,
these negative values are rejected, as are values which are too large. This is done in order to
avoid floating point issues near the boundaries of τ . While this method introduces a small amount
of inefficiency, the result is a sharp cut at low and high values. This method is used with each

kinematic variable to be selected.
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for this bias later, so we assign a statistical weight of

wE∗
γ

= 3(E∗
γ

max − E∗
γ

min + 0.01) ∗ E2
rand (5.8)

to this choice of E∗
γ . If E∗

γ takes on a value between E∗
γ

min and E∗
γ

max we continue

on. If not, we choose another value of E∗
γ .

Finally, we choose cos (θ) according to

cos (θ) = −1.05 + 2.10 × rand (5.9)

where rand is a random number from 0 to 1. We simply assign a statistical weight of

1 here, and continue on if cos (θ) takes on a value between -1 and 1.

The result after this process is a set of values for E∗
γ ,cos (θ) and τ which cover the

entire range of allowable values, while at the same time are free from “edge effects”

The location of the decay vertex ( Zvertex) is then computed from the kaon lifetime

using

Zvertex = zbeg +
τcpK

MK

(5.10)

where zbeg is the location of the beginning of the decay volume. The kaon wavefunction

is then propagated up to this point as described in Section 5.1. Finally, using the

values of E∗
γ , cos (θ)and the computed kaon wavefunction, the probability density

wdecay of this particular choice of kinematic variables is computed using Equation

2.40. Note that the kaon wavefunction handles the time dependence in Equation

2.40.

We now utilize von Neumann’s acceptance rejection method to generate events

distributed according to Equation 2.40. First, we must correct for the biased values

of E∗
γ and τ which we have selected. We define an overall statistical weight according

to

wtotal = wdecaywτwE∗
γ

(5.11)

and then ask if

wtotal ≥ wmax × rand (5.12)

where rand is a uniform random number between 0 and 1 and wmax is a constant

chosen such that it is greater than all possible values of wtotal. If Equation 5.12 is
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satisfied, then the choice of τ , E∗
γ and cos (θ) is accepted. If not, another set of values

of τ , E∗
γ and cos (θ) are selected in the same fashion, until a set is accepted.

To review, we have used importance sampling in order to try to improve the

efficiency of the acceptance-rejection procedure. This was accomplished by precondi-

tioning the values of E∗
γ and τ so that selected values were more often accepted by

the von Neumann method. This technique is explained further in Appendix J.

One consequence to the method which we have employed is that the generation

of KL,S → π+π−γ decays is quite inefficient, leading to very long times needed to

generate a substantial number of decays. The root cause of this is the very sharp

probability density we are using to generate events—for regenerator beam events

the density is sharply peaked in E∗
γ and τ . The preconditioning of these two vari-

ables helps this issue, but it can still take up to a full second to generate a single

KL,S → π+π−γ decay in the regenerator beam. The biggest demand for large Monte

Carlo samples comes from the maximum likelihood fit, detailed later, which requires

samples which are approximately 20 larger in size than the data. However, since a

reweighting method is utilized in the fit, we can simply use a matrix element equal

to 1 for these samples, meaning that all trials pass. This allows the samples to be

quickly produced.

5.2.2 Kinematics of KL,S → π+π−γ

Once values of E∗
γ and cos (θ) have been generated for a given event, their values can

be used, along with 4-momentum conservation, to compute the momentum vectors

of both pions in the kaon rest frame. Initially, the decay is produced without any

specific orientation, so the momentum of the π+ is assumed to point along the z axis

( directly downstream ). Then the entire system is rotated about the x-axis by a

uniformly random angle between 0 and 2π. The vectors are then also rotated about

the y-axis and finally the z-axis. This procedure ensures that the generated decays

have a random orientation in solid angle.

Once the magnitude and direction of all three momentum vectors are known in the

kaon rest frame, we use the kaon momentum vector to boost the entire system into

the lab frame, at which point the daughter particles can be propagated through the

KTeV detector. At this point, the generated values of all the interesting quantities
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describing the decay, such as E∗
γ , cos (θ), τ , pK and Zvertex are saved for future use.

5.2.3 Radiative Corrections to KL,S → π+π−γ

Once the decay itself has been produced, there is another physical process which must

be taken into account — that of additional radiation, via bremsstrahlung, from one of

the pions. In this case, the decay is actually an example of KL,S → π+π−γγ. While

this particular decay has not been directly observed, evidence of it exists in the left

hand side of the π+π−γ invariant mass plot, which contains a larger than expected

tail which is reminiscent of the analogous tail seen in KL,S → π+π− decays ( which

comes from KL,S → π+π−γ).

In order to account for this additional process, we enlist the PHOTOS [31] software

package in order to produce radiative corrections for, and thus additional photons

out of the KL,S → π+π−γ decays. PHOTOS calculates the probability with which

it should produce a second photon, and when appropriate, the energy of the second

photon. PHOTOS is a general tool used for a wide variety of decays, so it comes as

no surprise that using it “out of the box” produces less than satisfactory results —

while its use results in a closer match between data and Monte Carlo in the region

just to the left of the kaon mass peak in the plot of π+π−γ invariant mass, compared

to the case without PHOTOS, the match isn’t great. Appendix G details corrections

made to PHOTOS specifically for the KL,S → π+π−γ decay. These corrections are

used throughout this analysis.

5.3 Tracing of Decay Products Through KTeV De-

tector

Once the kinematics of the daughter particles are determined in the lab frame, each

particle is traced through the detector. Multiple scattering through the various detec-

tor elements is handled using GEANT [32] a powerful and detailed software package

used to simulate the passage of radiation ( charged and neutral ) through matter.

GEANT is used to determine the scattering characteristics for the various detector

elements including the vacuum window, the helium bags between the drift chambers,
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the drift chambers themselves, the VV’ counter and the muon steel. Electrons and

pions are traced to the back-anti veto only, while muons are propagated through

the muon steel as well. For each detector element, GEANT was used to produce a

distribution of scattering angles which could then be applied within KTeVMC when

tracing each particle. Note that GEANT is not directly used within the detector sim-

ulation as is the case with many experiments, instead GEANT-produced scattering

distributions are used.

In addition to propagating each daughter particle through the KTeV detector,

the Monte Carlo also allows daughter particles to decay ( in the case of pions ) emit

secondary radiation ( in the case of electrons ) and to convert ( in the case of pair

production from photons ). Muons are assumed stable, and are not allowed to decay.

In all cases, the secondary particles are also traced through the detector.

5.4 Simulation of Detector Response

Once the daughter particles have been traced through the detector, the response of

the various detector components is simulated.

5.4.1 Drift Chambers

Given the importance of the drift chambers, they were treated with a very detailed

treatment in the Monte Carlo which is well described elsewhere [26]. The primary

process which the simulation was required to reproduce was the basic resolution of the

drift chamber, which was built into the model by smearing the hit position in a given

location in each chamber using resolution maps taken from data. The hit position was

then translated into a drift time using the inverse of the drift maps also obtained from

data. The simulation of the chambers also includes a certain amount of inefficiency

coming from different sources. The first is a position dependent inefficiency which is

measured for each wire, and has an increasing effect with radial distance from the

wire. The second is a “late” hit inefficiency where the primary ions produced by the

track which initially lie closest to the wire do not initiate a large enough cascade to

create a hit. In this case, ions further from the wire first trigger a hit which comes

later than the ideal case. This effect is largest in the region where the neutral beam
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transects the drift chambers. The final source of inefficiency is due to delta rays,

which are electrons knocked out of the atoms comprising the chamber gas. Since

delta rays often have a large amount of kinetic energy, they may reach a neighboring

wire before the ionization cascade and thus cause an early hit which may be rejected

by the tracking algorithm.

5.4.2 CsI Calorimeter

Modeling the CsI calorimeter was also a major effort [29]. Once again GEANT

was used to simulate this detector element, this time to model the interaction of a

daughter particle with the CsI crystals. GEANT was used to generate a number of

electromagnetic ( in the case of electrons and photons ) and hadronic ( in the case of

pions ) showers in a simulated model of the CsI calorimeter. In this case, a sample

of showers were generated at various incident particle energies and impact locations

around a central crystal in an array. However, the The result is a “shower library”

consisting of showers appropriate for photons, electrons and pions at various energies

which can then be utilized to yield a simulated shower within the calorimeter.It

should be noted that all showers were generated for particles normal to the face of

the CsI. Finally, it should be mentioned that hadronic interactions in the VV’ trigger

counter are also included in the simulation of hadronic showers in the calorimeter, as

these interactions result in a substantially different energy deposition pattern in the

calorimeter.

Once the Monte Carlo selects an appropriate shower to create a cluster, the energy

contained within that shower is spread over six RF buckets as the scintillation light

and its collection by the phototubes is not instantaneous. The energy is smeared and

then converted to a digital value using the inverse of the calorimeter energy calibration

map.

5.5 Simulation of Accidental Activity

Accidental activity—additional particles propagating in the detector, is also included

in the Monte Carlo simulation. Accidental activity can veto otherwise good events

by activating veto counters, causing out of time hits in drift chamber wires, and
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can create isolated, photon-like clusters in the CsI, among other effects. Accidental

activity can also cause unwanted events to pass forKL,S → π+π−γ decays. Accidental

activity was observed and recorded during the experimental run by means of a special

trigger which read out the entire detector and whose trigger rate was correlated with

the overall beam intensity. This accidental data is then read during Monte Carlo

generation and the energy present in each detector in a single accidental event is then

added to the detectors for a given Monte Carlo event.

5.6 Simulation of Level 1 and 2 triggers

The final stage in the simulation of a Monte Carlo event is the simulation of the

Level 1 and Level 2 triggers. This allows the effect of the various veto detectors and

trigger counters to be folded into the simulation, and is quite straightforward, as the

Level 1 and Level 2 triggers used simple digital logic to make their decisions. Various

triggers can be selected such that events are only written to disk if certain triggers

are satisfied. This ensures that the data written to disk by the Monte Carlo is a

close approximation to the information actually read out from the KTeV experiment

during the experimental run. This allows data and Monte Carlo files to be treated in

much the same way during further, offline processing and analysis.

After the Level 1 and Level 2 triggers are run, the Monte Carlo data can then

be feed into the software based Level 3 trigger. After this stage, the Monte Carlo

data can be crunched in the same fashion as the data. The result is Monte Carlo

data which has been subjected to the same requirements as the data, and should

closely approximate the data as well. The quality of the simulation can be seen in

the data/MC plots appearing in Chapter 3 and Appendices L,M, and N
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Chapter 6

Development of the Maximum

Likelihood Fit

A method must be selected which may be used to estimate the model parameters

which result in the best agreement between data and the model used. One of the

most commonly used methods of estimation is the method of maximum likelihood

[33, 18].

6.1 General Likelihood Function

Given ND sets (events) of measured quantities ~xi and a model that predicts the

probability of observing the set ~xi as being f(~xi; ~α) where ~α is a vector of parameters

to be estimated, the likelihood function, given by:

L (~α) =

ND∏

i=1

f(~xi; ~α) (6.1)

is maximized when ~α = ~̂α where ~̂α is the “best estimate” of the vector ~α which results

in the best agreement between the observed distribution of ~xi and f(~xi; ~α) .

Equation 6.1 is intuitive, in that the total probability of a sequence of observations

is equal to the product of the probability of each observation.

Since it is a probability, f(~xi; ~α) must satisfy this equality over the entire phase

123
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space observed : ∫

V (~xi)

d~xif(~xi; ~α) = 1 (6.2)

for any choice of parameters ~α. However, in this analysis we cannot obtain a closed

form expression for f(~xi; ~α), since we must take into account not only the physics of

the decay to be studied, but also the detector response and effects of cuts made against

the data, the latter two being handled using Monte Carlo simulation techniques. We

can instead define f(~xi; ~α) in such a way that it is explicitly normalized. Denoting

the quantity O(~xi; ~α) as the relative probability for an event to be observed1 , we can

then define f(~xi; ~α) as:

f(~xi; ~α) =
O(~xi; ~α)∫

V (~xi)
d~xiO(~xi; ~α)

(6.3)

and then evaluate the integral using the theorem of Monte Carlo integration [34]:

∫
O(~xi; ~α)dV ≈ V 〈O〉 ± V

√
〈O2〉 − 〈O〉2

N0
(6.4)

where V is the volume of phase space ~xi in which the accepted data events reside,

and is bounded by cuts and detector acceptance, and

〈O〉 ≡ 1

N0

N0∑

i=1

O(~xi; ~α) (6.5)

and
〈
O2
〉
≡ 1

N0

N0∑

i=1

[O(~xi; ~α)]2 (6.6)

and N0 is the number of points used in the Monte Carlo integration. The error

term of equation 6.4 indicates that the error of the value of the integral decreases as
1√
N0

which implies that a large number of points must be utilized to get acceptable

precision in the calculation.

The traditional method of Monte Carlo integration must be modified in order to

be usable in this analysis. The Monte Carlo simulation of the KTeV detector uses a

1As will be shown later, this is the product of the probability that the observed decay will occur
and the probability that the event will be accepted into the final data sample after all cuts
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series of steps that each uses the acceptance-rejection (Von Neumann) method [18]

to obtain a distribution of events with characteristics that should be consistent with

reality. Instead of a series of uniformly distributed points over the phase space V each

with a closed form expression for the weight O(~xi; ~α) , the KTeV Monte Carlo will

produce a number of events which are distributed according to O(~xi; ~α) , each with a

weight of 1. With a method such as this, instead of the traditional method of Monte

Carlo integration, we instead must use:

〈O〉 =
1

N0

NMC∑

i=1

1 =
NMC

N0
(6.7)

where

N0 is now the number of acceptance-rejection trials2 used to generate the Monte

Carlo sample

NMC is the number of Monte Carlo events that pass all analysis cuts, including the

geometric acceptance of the detector, trigger simulation and crunch cuts.

The disadvantage of this technique is that if O(~xi; ~α) is dependent on the parameters

~α, then a new Monte Carlo sample must be generated whenever a new set of param-

eters is to be used in a likelihood calculation. Instead, we will produce a single set of

Monte Carlo data, including the detector simulation and all cuts, and re-weight these

Monte Carlo events in order to obtain a distribution of events which is consistent

with any set of parameters ~α. First, we must remove by division the weight O(~xi; ~α0)

which was used to produce the Monte Carlo sample, so that we have a “flat” distri-

bution. Then, the current weight, i.e. that using the current choice of parameters ~α,

is applied. The use of this reweighting technique will modify equation 6.7 to read:

〈O〉 ≡ 1

N0

NMC∑

i=1

O(~xi; ~α)

O(~xi; ~α0)
(6.8)

This equation can be interpreted as the number of events which would have passed

2this would be the number of times a set of ~xi is generated. This number is decreased as events
are accepted or rejected to make up the decay distribution defined by the matrix element for the
decay, and as events are lost due to detector acceptance, the triggers and the analysis cuts.
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all cuts if the Monte Carlo sample had been generated using ~α instead of ~α0 .

Inserting this result into equation 6.4 leads to:

∫
O(~xi; ~α)dV ≈ V

1

N0

NMC∑

i=1

O(~xi; ~α)

O(~xi; ~α0)
(6.9)

This is the final result for the integral when the reweighting method is to be used.

Now using equation 6.9 along with equations 6.3 and 6.1 we can write:

L (~α) =

ND∏

i=1

O(~xi; ~α)

V

N0

∑NMC

i=1

O(~xi; ~α)

O(~xi; ~α0)

(6.10)

When evaluated over a large number of events, equation 6.10 will become asymptot-

ically approach zero, since f(~xi; ~α) is by definition less than 1. Instead, it is more

appropriate to maximize the logarithm of the likelihood function, and not the likeli-

hood function itself. Doing so will still yield the same final estimates for ~α. The “log

likelihood function” is given by:

logL (~α) =

ND∑

i=1

[
logO(~xi; ~α) − log V − log

NMC∑

i=1

O(~xi; ~α)

O(~xi; ~α0)
+ logN0

]
(6.11)

However, as the sum runs over all data points, the sum of all the terms, except the

first, may be evaluated to get:

logL (~α) =

ND∑

i=1

[logO(~xi; ~α)] −ND logV −ND log

NMC∑

i=1

O(~xi; ~α)

O(~xi; ~α0)

+ND logN0

(6.12)

We can now split O into two pieces:

O(~xi; ~α) = D(~xi; ~α) ×A(~xi) (6.13)

where

D(~xi; ~α) describes the relative probability for the decay to occur. The decay rate as
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given in equation 2.40 will be used in this analysis.

A(~xi) is the acceptance of the KTeV detector for an event with characteristics ~xi.

This can be thought of as the probability for a decay with characteristics ~xi to

result in a positive trigger at Levels 1, 2, and 3, pass all crunch and analysis

cuts, and thus be represented in the data.

Inserting this into equation 6.11 yields:

logL (~α) =

ND∑

i=1

[logD(~xi; ~α)A(~xi)] −ND logV −ND log

NMC∑

i=1

D(~xi; ~α)A(~xi)

D(~xi; ~α0)A(~xi)

+ND logN0

=

ND∑

i=1

logD(~xi; ~α) +

ND∑

i=1

logA(~xi) −ND logV

−ND log

NMC∑

i=1

D(~xi; ~α)

D(~xi; ~α0)
+ND logN0

(6.14)

Finally, making the definitions:

logL (~α) =

ND∑

i=1

logD(~xi; ~α) −ND log

NMC∑

i=1

D(~xi; ~α)

D(~xi; ~α0)

log C =

ND∑

i=1

logA(~xi) +ND logN0 −ND logV

(6.15)

We can write

logL (~α) = logL (~α) + log C (6.16)

taking the derivative of this expression yields:

∂logL (~α)

∂αj
=
∂ logL (~α)

∂αj
(6.17)

which indicates that we can drop the constant term C and maximize instead

logL (~α) =

ND∑

i=1

logD(~xi; ~α) −ND log

NMC∑

i=1

D(~xi; ~α)

D(~xi; ~α0)
(6.18)
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We can now explicitly identify the fit parameters:

~α = {ê, gE1, g̃M1, a1/a2} (6.19)

as well as the observables for each event

~xi = {E∗
γ , cos (θ), pK, Zvertex} (6.20)

where E∗
γ is the photon energy in the kaon rest frame, cos (θ) is the angle between

the photon and π+ momenta in the ππ rest frame, pK is the momentum of the parent

kaon, and Zvertex is the distance between the decay vertex and the target.

Equation 6.18 will be evaluated with D(~xi; ~α) set equal to the decay rate as shown

in equation 2.40. The first part of the modified log likelihood function depends only

on the distribution of data and the value of D(~xi; ~α). The second part depends only on

the Monte Carlo sample used and the values of D(~xi; ~α) and D(~xi; ~α0) for each Monte

Carlo event. Note that the detector acceptance A(~xi) doesn’t appear explicitly in

this equation, nor does the phase space volume V nor does N0. Figure 6.1 illustrates

the use of this method.

6.2 Total Likelihood Function

The modified log likelihood function as shown in Equation 6.18 is applicable to any

general data set, but careful attention must be paid to what is summed over. The

part of the modified log likelihood function that arises due to the normalization Monte

Carlo sample must sum over a Monte Carlo sample which approximates, as closely as

possible, the data sample used. For example, if we perform the log likelihood fit on

the 1997 regenerator data only, the normalization Monte Carlo must consist of Monte

Carlo simulated 1997 regenerator events only. The same would hold if we fit the 1997

vacuum data only. However, when different data samples are used, the normalization

Monte Carlo must consist of events corresponding to each different data sample. In

addition, the proportion of each Monte Carlo subsample that makes up the total must

mirror the relative size of each data sample. If this is not the case, the likelihood

function is not properly normalized, and will give unreliable results. After noting
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this, we may break up the sums in equation 6.18 to explicitly show the contribution

from each sample:

ND∑

i=1

logD(~xi; ~α) =

N97V AC
D∑

i=1

logD(~xi; ~α) +

N97REG
D∑

i=1

logD(~xi; ~α)

+

N99V AC
D∑

i=1

logD(~xi; ~α) +

N99REG
D∑

i=1

logD(~xi; ~α)

(6.21)

for the data contribution, and for the normalization Monte Carlo:

ND log

NMC∑

i=1

D(~xi; ~α)

D(~xi; ~α0)
= ND log




N97V AC
MC∑

i=1

D(~xi; ~α)

D(~xi; ~α0)
+

N97REG
MC∑

i=1

D(~xi; ~α)

D(~xi; ~α0)

+

N99V AC
MC∑

i=1

D(~xi; ~α)

D(~xi; ~α0)
+

N99REG
MC∑

i=1

D(~xi; ~α)

D(~xi; ~α0)




(6.22)

where ND is the number of data events in the entire data sample, and N 97V AC
MC ,

N97REG
MC , N99V AC

MC , N99REG
MC must be in exact proportion to N 97V AC

D , N97REG
D , N99V AC

D ,

N99REG
D .

However, there are two complications. The first is the fact that it is very difficult

to generate large Monte Carlo samples of an exact size, as hundreds of separate jobs

are used to generate the normalization Monte Carlo sample, and some of these jobs

may fail, resulting in the loss of some events. The second problem is that the relative

size of the Monte Carlo samples should only match that of the data at the true value

of ~α . The solution is this:

• Choose values of ~α close to the expected best fit values, denote these choices by

~αg

• Using the reweighting method as shown in (6.8), compute the number of gen-

erated events which would have passed all cuts, if the Monte Carlo had been

generated with ~α = ~αg

• For each of the Monte Carlo samples, scale the sum by the factor

Nwanted/Ngenerated where Nwanted is the number of data events in each sample,
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and Ngenerated is the number expected to have passed all cuts at ~αg

Using the above procedure, the Monte Carlo contribution to the likelihood be-

comes:

ND log

NMC∑

i=1

D(~xi; ~α)

D(~xi; ~α0)
→

ND log


N

97V AC
D

∑N97V AC
MC

i=1

D(~xi; ~α)

D(~xi; ~α0)
∑N97V AC

MC

i=1

D(~xi; ~αg)

D(~xi; ~α0)

+N97REG
D

∑N97REG
MC

i=1

D(~xi; ~α)

D(~xi; ~α0)
∑N97REG

MC

i=1

D(~xi; ~αg)

D(~xi; ~α0)

+ N99V AC
D

∑N99V AC
MC

i=1

D(~xi; ~α)

D(~xi; ~α0)
∑N99V AC

MC

i=1

D(~xi; ~αg)

D(~xi; ~α0)

+N99REG
D

∑N99REG
MC

i=1

D(~xi; ~α)

D(~xi; ~α0)
∑N99REG

MC

i=1

D(~xi; ~αg)

D(~xi; ~α0)




(6.23)

We can now write the final form of the total modified log likelihood function, which

can be used to fit the entire KTeV KL,S → π+π−γ dataset in both beams and years

when using arbitrary amounts of normalization Monte Carlo events. The equation is:
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logL (~α) =

N97V AC
D∑

i=1

logD(~xi; ~α) +

N97REG
D∑

i=1

logD(~xi; ~α)

+

N99V AC
D∑

i=1

logD(~xi; ~α) +

N99REG
D∑

i=1

logD(~xi; ~α)

−
(
N97V AC

D +N97REG
D +N99V AC

D +N99REG
D

)

× log



N97V AC

D

N97V AC
MC∑

i=1

D(~xi; ~α)

D(~xi; ~α0)

N97V AC
MC∑

i=1

D(~xi; ~αg)

D(~xi; ~α0)

+N97REG
D

N97REG
MC∑

i=1

D(~xi; ~α)

D(~xi; ~α0)

N97REG
MC∑

i=1

D(~xi; ~αg)

D(~xi; ~α0)

+ N99V AC
D

N99V AC
MC∑

i=1

D(~xi; ~α)

D(~xi; ~α0)

N99V AC
MC∑

i=1

D(~xi; ~αg)

D(~xi; ~α0)

+N99REG
D

N99REG
MC∑

i=1

D(~xi; ~α)

D(~xi; ~α0)

N99REG
MC∑

i=1

D(~xi; ~αg)

D(~xi; ~α0)




(6.24)
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Figure 6.1: Schematic describing the reweighting method used to calculate the likeli-
hood function
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6.3 Execution of Maximum Likelihood Fit

In order to perform a maximum likelihood fit on the data, a computer program

must be written that evaluates the modified log likelihood function (Eq. 6.24). This

program consists of two general parts:

• A routine that maximizes a general multivariate function, in this case, the log

likelihood function.

• A routine that calculates the log likelihood function for the entire data set given

a set of parameters ~α.

Noting that these two parts are completely independent gives us freedom in choosing

which maximization algorithm to use. Given that the log likelihood function is a sum

over all data and Monte Carlo events, we can also choose to break up the likelihood

calculation into a number of smaller parts. This is quite advantageous, as the number

of Monte Carlo events must exceed the number of data events by a sizable margin

in order to minimize uncertainty due to the statistical error in the Monte Carlo

integration. This would normally cause the calculation time for the likelihood to

become unacceptably long. However, by breaking up the likelihood calculation into

many smaller pieces, we can spread the pieces among many different CPUs, reducing

the time required for a likelihood fit by a factor roughly equal to the number of CPUs

used.

The complete set of tools developed in order to realize this scheme is as follows:

• RUNPMGFIT is the highest level program, and spawns all others. It:

– creates the initial files that control the function of LMAX and specifies the

initial guess of the fit parameters.

– spawns a single instance of LMAX

– spawns an instance of LCALC for every data file used

– combines likelihood values from various LCALC instances into the total

likelihood, which is then fed back into LMAX

• LMAX is the program that maximizes the log likelihood function as shown in

(Eq. 6.24) It:
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– writes the current choice of parameters to a file that can be accessed by

RUNLCALC

– reads in the total likelihood value from a file written by RUNPMGFIT

– determines the set of parameters ~α which maximizes the likelihood func-

tion.

It employs two different techniques to maximize the likelihood:

– Powell’s Method as implemented in Numerical Recipes in Fortran [34]

– A modified version [35] of the Davidson-Fletcher-Powell Method, imple-

mented in CERN’s MINUIT package [36]

It also is able to estimate parameter errors using the MINOS routine, which is

also part of MINUIT.

• RUNLCALC fetches the value of the current fit parameters, passes these to

LCALC, and then passes the likelihood contribution to RUNPMGFIT. It also

spawns one instance of LCALC when the likelihood fitter is first started.

• LCALC reads in the values of the current parameters, calculates the likelihood

contribution from a subset of the data and/or Monte Carlo samples, and then

writes out the likelihood contribution of this subset.

As MINUIT and Powell’s Method are existing packages, or program listings, in FOR-

TRAN 77, LMAX is written in FORTRAN 77. LCALC must make use of the same

matrix element as that in the Monte Carlo of KL,S → π+π−γ, as well as handling the

same physics of the evolution of kaon states and KS regeneration so LCALC was also

written in FORTRAN 77, so that as many routines could be reused as possible. Since

RUNPMGFIT and RUNLCALC must spawn separate, parallel processes, as well as

transfer files to and from remote computers, these were both written on Python, an

object oriented programming language which is able to make system calls.

These programs and scripts together constitute the fitting package in its entirety.

The sequence of execution is:

1. Execute RUNPMGFIT
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2. RUNPMGFIT spawns LMAX

3. RUNPMGFIT spawns RUNLCALC on a remote computer

4. RUNLCALC spawns LCALC.

5. Step 3 is repeated for each separate data or Monte Carlo sample

6. LMAX chooses a trial set of parameters, and writes them to a file

7. RUNLCALC retrieves this file, checks to see if the parameters are new, and

then copies it to another file

8. which is then read by LCALC. LCALC uses this set of parameters to calculate

the likelihood, which is then written to another file.

9. RUNLCALC then transfers this file to a location readable by RUNPMGFIT.

10. RUNPMGFIT scans through these files and calculates the total likelihood.

11. LMAX reads in the total likelihood, and then chooses a new set of parameters.

12. Step 6 is repeated until the maximum log likelihood value is obtained.

One important feature of the code above is the treatment of the parameter ê. This

parameter has not been previously measured and it the most important parameter

of the analysis. In order to prevent the measurement of this parameter from being

biased, the true value of ê is hidden by the addition of a unknown offset of a random

size and sign. The fitter only prints out the shifted value of ê, and all parameter files

used by the fitter also use the shifted value of ê. Only in LCALC — immediately

before the calculation of the decay amplitudes, is the true value of ê calculated and

used.

Once the analysis is finished the true value of ê is revealed by running a standalone

program that removes the offset.
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6.3.1 Calculation of Likelihood using LCALC

LCALC is the program that forms the core of the likelihood fitter, as it is the piece

which actually calculates the likelihood itself. In order to calculate the likelihood, it

must first calculate:

• A best guess of the kaon wavefunction for a particular event

• The decay amplitudes for each photon emission process

In order to estimate the kaon wavefunction, LCALC uses the kaon momentum and

z position of the decay vertex from each event. In order to calculate the decay

amplitudes, LCALC must use the values of E∗
γ and cos (θ) found for each event.

Treatment of Kaon Wavefunction for Data

The first step in the likelihood calculation is the determination of the kaon wave-

function for each event. The importance of the kaon wavefunctions can be seen by

expressing Equation 2.40 as:

D(~xi; ~α) =
dΓ

dE∗
γ dcos (θ)

=
dΓKL

dE∗
γ dcos (θ)

|aL (t)|2 +
dΓKS

dE∗
γ dcos (θ)

|aS (t)|2

+ 2Re

[
dγLS

dE∗
γ dcos (θ)

aL (t)†aS (t)

]
(6.25)

where aS (t) and aL (t) are complex quantities encoding the relative amplitudes for

the KS and KL in the overall kaon wavefunction. Recall that a K0 produced in the

target would have:

aS(t = 0) = 1

aL(t = 0) = 1
(6.26)

While a K̄0 would have:

aS(t = 0) = 1

aL(t = 0) = −1
(6.27)
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Some fit parameters may change the composition of the kaon wavefunction, so this

step may be repeated many times during a fit. Conversely, if these parameters are

not changed the wavefunction is not recalculated in order to speed up the execution

of LCALC.

In the beginning of each event, one of the strong interaction eigenstates K0 and K̄0

are produced in the target. However it is not possible to identify which particle was

produced. The solution is to calculate the value of D(~xi; ~α) using both possibilities and

then to take the average between the two values of D(~xi; ~α). As detailed in Appendix

F the average value of D(~xi; ~α) can be expressed instead as the value of D(~xi; ~α) that

arises from using the average squared moduli of all possible kaon wavefunctions.

For data, each set of moduli are computed by first generating either a K0 or

K̄0 somewhere in the target, and expressing the initial wavefunction in the KL- KS

basis shown above. However, the relative probability of a K0 or K̄0 to be produced

varies over the range of kaon momentum. To account for this, the production cross

sections (see section 5.1) for K0 and K̄0 are calculated using the reconstructed kaon

momentum for each event, treated as dimensionless probabilities, and then the relative

probability of either possibility is computed by dividing each cross section by the sum

of both cross sections. The initial wavefunction is then propagated (see Section 5.1)

from the production point in the target through all material in the beamline up to

the measured z position of the decay vertex. The moduli of the kaon wavefunction

in the KL-KS basis is then computed and the three moduli are then weighted by the

relative production probability mentioned earlier.

Once the moduli using the K0 and K̄0 initial states are obtained, the average of

each modulus is computed and store for future iterations of the fit and used in the

calculation of D(~xi; ~α). Doing this accounts for all the physics of particle production

and propagation.

It should be reinforced that the production cross sections for K0 and K̄0 are taken

from the KTeVMC. The treatment of the wavefunction evolution mirrors that used by

the fitting program for Re
(

ε′

ε

)
namely KFIT. KFIT’s kaon evolution includes a more

detailed model of the regenerator which includes parameters for differences in the

flux between the vacuum and regenerator beams, a momentum dependent regenera-

tor transmission factor, and of course the regenerator. The regenerator’s amplitude

is assumed to have a power law dependence on momentum, and the modeling of the
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phase of the regenerator amplitude is included as well. More information can be

found in [26] and [28]. For the purposes of cross-checks and the estimation of sys-

tematic errors, many of the parameters that effect production and propagation of the

wavefunction can be changed in order to observe the effect on the value of D(~xi; ~α)

and thus the total value of the log likelihood function.

Treatment of Wavefunctions For Monte Carlo Events

In the course of Monte Carlo generation, the kaon wavefunctions are produced, propa-

gated, and saved for each event. In principle, these saved wavefunctions could be used

to calculate the value of D(~xi; ~α) however LCALC uses the more detailed treatment of

the regenerator that is found in KFIT. This requires that the generated wavefunction

be discarded and recomputed by LCALC. The production position in the target of

each simulated kaon, the kaon momentum, along with the kaon’s identity (K0 or K̄0)

as generated by the Monte Carlo are used to generate an initial state wavefunction.

Since the kaon’s identity is already determined, the value of D(~xi; ~α) is not multiplied

by the production cross-sections. 3 The initial kaon state is then evolved using the

KFIT model in order for the Monte Carlo to receive the same treatment as the data,

and the moduli are then produced in order to calculate D(~xi; ~α).

Treatment of Decay Amplitudes

The next step in each likelihood calculation is the evaluation of the decay amplitudes.

The current values of the parameters ~α are used in each iteration. For data events,

measured values of ~xi (pK, Zvertex, cos (θ) and E∗
γ) are used. The value of E∗

γ was

determined using the CsI cluster energy E∗
γ

CAL in order to minimize systematic errors

and maximize the precision of the fit. It is possible to use E∗
γ

KIN instead, however

the candidate photon cluster must still be used to obtain the photon momentum

vector which is needed to calculate the value of cos (θ). Accordingly, some use of the

candidate photon cluster is unavoidable. Additionally, each source of E∗
γ has different

3The reason for this is that the cross-sections have already been used during the generation of
the Monte Carlo events in order to determine if a K0 or K̄0 should be produced, so the effect is
already built into each event, although implicity.

This is not the case for data, since the identity of each kaon is unknown. The solution in this case
is to allow for both possiblities and to weight each using the production cross-sections
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resolution effects which are a function of E∗
γ itself—using E∗

γ
KIN results in a better

resolution at higher values of E∗
γ however at lower photon energies E∗

γ
CAL is more

precise.

For Monte Carlo events, the true, generated values of ~xi are used, not the re-

constructed values —the purpose of the normalization Monte Carlo is to properly

normalize the likelihood function, NOT to account for various resolution effects in

the fit.

For both data and Monte Carlo events, the calculation of the the decay amplitudes

is done using the same subroutines used in the Monte Carlo.

Treatment of Reweighting Factors

Once D(~xi; ~α) is calculated, the likelihood contribution from data is fully known.

However, for Monte Carlo, it is necessary to apply reweighting factors to each event.

The first reweighting factor is calculated in the final analysis stage and is used to

fine-tune the Monte Carlo so that the best agreement between data and Monte Carlo

is obtained. An example would be the application of a reweighting factor to remove

a slope in the data/MC plot of CsI cluster energy. This first reweighting factor is

multiplied with the D(~xi; ~α). The second reweighting factor applied to each Monte

Carlo event is the original generated value of D(~xi; ~α), D(~xi; ~α0) which is saved during

Monte Carlo generation. The value of D(~xi; ~α) is divided by this factor in order to

remove the effect of the original generation parameters.
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6.3.2 Use of the program LMAX

Two different fitting algorithms are available in LMAX. The first, based on Powell’s

method, is quite robust. However the second, MIGRAD, which is a part of the fitting

program MINUIT, often obtains a maximum in a fewer number of iterations and is

thus faster. Both take an initial set of starting parameters and then compute the

gradient of the function in order to seek out the minimum. Since MIGRAD is a

minimizer, the log likelihood function is multiplied by −1 in order to allow MIGRAD

to find the set of parameters that maximizes the log likelihood function.

As discussed above, LCALC does the computation of the parts of the log likeli-

hood function, and RUNPMGFIT combines the results from the various instances of

LCALC. LMAX takes the summed results and actually computes the log likelihood

function as shown in (6.24) . However, as mentioned previously, a “best guess” of the

parameters ~αg must be made in order to accurately estimate the normalization part

of the log likelihood function. A bootstrap method is used by LMAX in order to do

this. Upon execution, LMAX uses the initial guess of the parameters ~α input by the

user as the value of ~αg. During the first iteration of LCALC, the various likelihood

contributions are computed at this value of ~α and the Monte Carlo’s likelihood sums

are used to compute the values of
∑NMC

i=1

D(~xi; ~αg)

D(~xi; ~α0)
for each Monte Carlo sample, and

is saved to be used during the rest of the fit. The values are then used to compute

the value of the log likelihood function. Note that for the first iteration of the fit, the

sums are corrected by themselves, and the likelihood function becomes:

logL (~α = ~αg) =

N97V AC
D∑

i=1

logD(~xi; ~α) +

N97REG
D∑

i=1

logD(~xi; ~α)

+

N99V AC
D∑

i=1

logD(~xi; ~α) +

N99REG
D∑

i=1

logD(~xi; ~α)

−
(
N97V AC

D +N97REG
D +N99V AC

D +N99REG
D

)

× log
[
N97V AC

D +N97REG
D +N99V AC

D +N99REG
D

]

(6.28)

Once MIGRAD has found a maximum, ~αg is set equal to the current set of the

best fit parameters, the fit is restarted, the improved correction factors are computed,
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and then used in the second execution of MIGRAD. This is continued until the fit

results converge.
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Chapter 7

Results of the Maximum

Likelihood Fit

Now that a estimation method has been developed, we can apply it in order to obtain

the most likely estimates for the KL,S → π+π−γ amplitude parameters, as well as

the confidence intervals for said parameters. This is a multistage process. First,

we run the maximum likelihood fit program on the nominal data set and nominal

normalization Monte Carlo sample. This fit gives us the most probable parameter

values, also known as the central values, and also gives us 1σ confidence intervals

which are due to limited statistics in the data. This uncertainty is also known as the

“statistical error”. The second step is to locate the sources of systematic error and

estimate the size of each error. The third is to perform a series of cross checks to

ensure our result is valid, and that we do not need to assign any further systematic

errors.

7.1 The Central Value

As indicated in Chapter 6, we have instituted a re-weighting scheme that allows us

to use in the likelihood fit Monte Carlo samples of KL,S → π+π−γ that have been

generated using any set of matrix element parameters. The logical extension is that

we can also choose to use events for which the matrix element is always set equal

to 1, which can be generated by the Monte Carlo much more quickly than events

143
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using the normal KL,S → π+π−γ matrix element — the reweighting scheme can also

properly handle Monte Carlo samples of this type. This type of sample is referred to

as a “flat” Monte Carlo sample.

The size of this and any other Monte Carlo sample must be reasonably larger than

the data sample to ensure that statistical fluctuations from the Monte Carlo sample

do not greatly bias the parameter estimates of the fit. After generating a large sample

of flat KL,S → π+π−γ Monte Carlo events, after all cuts, we have:

3,297,079 flat Monte Carlo events for the 1997 regenerator beam sample

3,734,735 flat Monte Carlo events for the 1997 vacuum beam sample

3,959,905 flat Monte Carlo events for the 1999 regenerator vacuum beam sample

4,868,692 flat Monte Carlo events for the 1999 vacuum beam sample

for use in the normalization of the likelihood function.

As was mentioned in Section 6.3.1, we follow the lead of the Re
(

ε′

ε

)
analysis in the

treatment of kaon evolution through the regenerator. In order to maintain consistency

between this analysis and that one, we use the parameters taken from the Re
(

ε′

ε

)
and

φ+− result. These parameters and their values are shown in Table 7.1. Using the

Input Parameter Value Used with Error
KL → π+π− CP violation parameter η+− = (2.2280 ± 0.010) × 10−3

φ+− = (0.76201 ± 0.02443) radians
Kaon Mass MK = 0.497648 ± 0.000022GeV/c2

Neutral Kaon Mass Difference ∆M = −(0.52620 ± 0.0043) × 1010 ~s−1

Decay Width of KS ΓS = (1.1155 ± .00646) × 1010 s−1

Decay Width of KL ΓL = (1.9420 ± 0.015) × 107 s−1

Regenerator Amplitude |ρ| = 1.2087 ± 0.0003
ρ Momentum Scaling Factor αREG = −0.53831 ± 0.0008

Regenerator/Vacuum Normalization NREG = 1.0413 ± 0.0006
Reg Attenuation Slope TREG = −0.000685072 ± 0.000029GeV −1

Table 7.1: Input parameters used in the maximum likelihood fit

above input parameters, we obtain the results shown in Table 7.1. The parabolic
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Parameter Value and MINOS MINOS
Parabolic Error Lower Error Upper Error

Offset ê 0.43919 ± 0.0010 −0.00065 0.00065
gE1 −0.0061 ± 0.0016 −0.0015 0.0015
g̃M1 1.133 ± 0.076 −0.030 0.030
a1/a2 −0.7503 ± 0.018 −0.0072 0.0068

Table 7.2: Nominal 4-parameter fit results

error is estimated using the second derivative of the modified log likelihood function.

MINOS[36] however will explicitly trace out the error boundary given by:

logL
(
~α′) = logL (~αBEST ) − 1/2 (7.1)

where ~α′ is the set of all possible parameter values that lie within one standard de-

viation of the best fit values. Given the explicit nature of the MINOS errors, they

are more reliable than parabolic estimates, as such, we will use MINOS whenever

possible to estimate statistical errors. The price of such precision is of course the

added computation time. The correlation matrix of the fit is shown in Table 7.1, and

was obtained from the MINOS result. As explained in Chapter 6, the relative nor-

malization of the Monte Carlo samples is unknown ahead of time—which necessitates

a bootstrapping method when fitting where the likelihood fit must be run a number

of times in order to update the Monte Carlo sample normalization each time. This

fit used 22 cycles, however between the 4th and 22nd cycle, none of the parameter

estimates varied outside of their respective statistical error.

ê gE1 g̃M1 a1/a2

ê 1 -0.367 -0.651 -0.527
gE1 -0.367 1 0.327 0.267
g̃M1 -0.651 0.327 1 0.983
a1/a2 -0.527 0.267 0.983 1

Table 7.3: Nominal 4-parameter fit correlation matrix

A quick review of Table 7.1 reveals that the goal of this analysis has been fulfilled.

The use of the regenerator beam data has removed most of the correlation between the
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parameters ê and gE1 which would be present in a likelihood fit using only vacuum

beam data. Additionally, the rather large correlation between êand the M1 direct

emission parameters indicates that fixing g̃M1 or a1/a2 at some values may bias the

estimate for ê, indicating that the use of the vacuum beam data in the fit is also

desirable.

7.2 Goodness of Fit

One disadvantage to using the unbinned maximum likelihood method is that it does

not present the opportunity for a reliable goodness of fit test[37], only binned fits

allow this [18]. We shall compute the χ2 per degrees of freedom for E∗
γ , cos (θ) and τ

distributions, between the data and a sample of Monte Carlo events. We ignore the

very strong possiblity that testing the goodness of a likelihood fit with a χ2 computation

is wholly inappropriate, and may produce misleading results. Samples of Monte Carlo

events were generated using the best fit parameters shown in Table 7.1 and then

crunched and subjected to all analysis cuts. Once this is done, the χ2 between the

data and Monte Carlo distributions can be calculated, where the χ2 was calculated

using:

χ2 =
N∑

i=1

(NDATA(i) − AMCNMC(i))2

σ2
DATA(i) + (AMC)σ2

MC(i)
(7.2)

where NX(i) refers to the number of events in bin i in either the data or Monte Carlo

samples, and σX(i) is the standard deviation in the number of events in bin i. Since

we are dealing with random processes, we must use Poisson statistics which indicates

that the error for a bin containing N events is
√
N . AMC is a normalization factor

for the Monte Carlo sample. Notice that the standard deviation of both the data

and Monte Carlo samples are used. This is done in order to account for statistical

fluctuations in the Monte Carlo sample. We then re-write the equation to obtain:

χ2 =
N∑

i=1

(NDATA(i) − AMCNMC(i))2

NDATA(i) + A2
MCNMC(i)

(7.3)

The overall normalization AMC of the Monte Carlo distributions was then scaled until

the χ2 is minimized, since the method of maximum likelihood, unlike the χ2 method,
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is not sensitive to the overall normalization of the distributions. This procedure pro-

duces a minimum χ2 value for each distribution. For purposes of this calculation,

the 1997 and 1999 data samples were added together to approximate the global like-

lihood fit, however the samples were kept separated according to beam ( regenerator

or vacuum ) owing to the difference in the shape of the distributions. The minimum

χ2 values are shown in Table 7.2, while the results are shown graphically in Figures

7.1, 7.2, and 7.3.

Sample Distribution χ2 Number of Degrees of Freedom

Regenerator E∗
γ

CAL 109 85

Vacuum E∗
γ

CAL 93 86

Regenerator cos (θ) 88 100.0
Vacuum cos (θ) 98 100.0

Regenerator τ 150 151.0
Vacuum τ 120 118.0

Table 7.4: Minimum χ2 values for various distributions. Degrees of freedom refer to
the number of bins in each histogram that are populated by either data or Monte
Carlo.

Now that the best fit to the data has been obtained along with the statistical

error of the parameter estimates, the systematic errors of the fit results must now be

determined.
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(a) Regenerator Beam
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(b) Vacuum Beam

Figure 7.1: Plots of E∗
γ

CAL for a) the regenerator beam and b) vacuum beam events.
Points are data and the histogram is Monte Carlo generated with best fit parameters.
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(b) Vacuum Beam

Figure 7.2: Plots of cos (θ) for a) the regenerator beam and b) vacuum beam events.
Points are data and the histogram is Monte Carlo generated with best fit parameters.
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Figure 7.3: Plots of τ for a) the regenerator beam and b) vacuum beam events. Points
are data and the histogram is Monte Carlo generated with best fit parameters. In
this case, the regenerator beam plot is the proper time of flight from the downstream
face of the regenerator, while for the vacuum beam plot is of the proper time of flight
from the target.



Chapter 8

Systematic Errors

Now that the statistical error of each parameter estimate has been determined, we

must now estimate the uncertainty, or systematic error, introduced in the parameter

estimates by the methodology used in this analysis. We will make these estimates by

changing many of our initial assumptions, and observing how these new assumptions

change the parameter estimates.

In order to formulate a complete study of the possible sources of systematic bias

and uncertainty, we must look for changes in the likelihood function, as that is how

the systematic biases and uncertainties can effect the answer. First, recall that the

likelihood function contains a part that involves only the data:

ND∑

i=1

logD(~xi; ~α) =

N97V AC
D∑

i=1

logD(~xi; ~α) +

N97REG
D∑

i=1

logD(~xi; ~α)

+

N99V AC
D∑

i=1

logD(~xi; ~α) +

N99REG
D∑

i=1

logD(~xi; ~α)

(8.1)

and the normalization factor which is computed from the Monte Carlo sample only:

log

NMC∑

i=1

D(~xi; ~α)

D(~xi; ~α0)
(8.2)

Each part can contribute bias to the parameter estimates. For clarity, the contribution

from each can be separated.

151
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The systematic error due to the data term can only arise due to problems in calcu-

lating D(~xi; ~α) for each event. Such problems could be due incomplete reconstruction

of a photon cluster, and thus an error in the measurement of E∗
γ and cos (θ) using the

wrong cluster altogether, and problems with pion tracking which will effect the re-

constructed kaon momentum and z vertex position. Other potential problems include

the estimated kaon wavefunction not matching with reality, for example, if the kaon

underwent scattering somewhere in the beamline or detector. Finally, background

events will also result in an error in the calculation of the data portion of the like-

lihood function. Thus, we must evaluate the systematic errors due to the following

issues when treating data:

• problems with photon energy reconstruction ( not using true value of E∗
γ

CAL)

• problems with photon direction reconstruction ( not using true value cos (θ))

• problems with z vertex reconstruction ( not using true value Zvertex)

• problems with pion momentum reconstruction ( and this kaon momentum re-

construction ) (not using true value of pK)

• effect of backgrounds, including scattered KL,S → π+π−γ events

• other problems in computing D(~xi; ~α) including uncertainty in physical con-

stants used

On the other hand, systematic error can contribute in two different ways in the

likelihood normalization term. The first way is similar to data: any problems in

computing D(~xi; ~α) for each Monte Carlo event will result in a systematic error. This

would occur if the reconstructed value of generated quantities were to be used in the

computation of D(~xi; ~α) , if scattered events were to be used, etc. However, the true,

generated values of the phase space variables are used in the computation, so this isn’t

an issue. Additionally, unlike the data, the Monte Carlo’s event distribution in phase

space can also introduce systematic error. Ideally, the Monte Carlo would reproduce

the data exactly in every way, for every distribution. In reality, the accuracy of

the Monte Carlo’s simulation of the KTeV beamline and detector determines how

well the acceptance is modeled, which in turn determines how closely the data and
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Monte Carlo match. Additionally, as this term is actually an example of Monte

Carlo integration, the finite statistics of the Monte Carlo sample may also affect the

accuracy of the Monte Carlo’s event distribution in phase space. We then need to

evaluate systematic errors due to the treatment of MC, including:

• the error due to finite normalization Monte Carlo statistics

• the error due to improper modeling of the detector acceptance

• the error due to uncertainty in physical constants used to compute D(~xi; ~α)

Note that other than the physical constants and inputs used to compute D(~xi; ~α),

the systematic errors can be cleanly split into those coming from data and those

coming from the Monte Carlo.

8.1 ∆S Method of Systematic Error Estimation

In the course of many of the studies to be done in order to estimate various sys-

tematic errors, the number of events in the data may increase or decrease. In this

case, the statistical sample changes, which means that the pure shift in parameter

estimates between the nominal and new fit should not be used, as a component of

such as shift may be due to statistical fluctuations only. Instead, if the shift in the

parameter estimates is larger than the statistical error of the shift, only then is the

shift considered—otherwise the systematic error is considered to be negligible.

The statistical error of the shift σs is the error due to the difference in statistics

between two samples, and is given by

σs =
√

|σ2
nominal − σ2

new| (8.3)

where σnominal is the statistical error for each parameter estimate from the nominal

fit, and σnew is the statistical error from the new fit. The statistical error of the shift

should be near zero when the varied cut does not add or remove many events, while

the said error will be large when many events are added or removed.
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If the shift is larger than its statistical error, we assign a symmetric systematic

error ∆s found using the relation [28]:

1

σs

√
2π

∫ +∆s

−∆s

dx exp

[
(x− s)2

2σs

]
= 0.683 (8.4)

which simply finds the interval along a shifted Gaussian distribution which accounts

for 68.3% of the area under the curve. This technique shall be referred to as the “∆S”

method.

8.2 Systematic Errors Due to Uncertainty in In-

put Parameters and Constants

There is a certain amount of uncertainty in many of the input parameters used in

the fit as indicated in Table 7.1. This will effect the computation of D(~xi; ~α) for both

data and Monte Carlo. The strategy is to increase and decrease the value of each

parameter by an amount of one standard deviation, as given by Table 7.1 and run the

maximum likelihood fit with the changed parameter each time. The new parameter is

used in both the data and Monte Carlo likelihood calculations. This will yield two sets

of new parameter estimates for each input parameter or constant, which will define

the range of the possible shift to 68% confidence. We take the larger of the two shifts

to be the systematic error in order to be conservative. As this procedure does not

affect the statistics of the data nor the Monte Carlo ( due to the reweighting method

used) the systematic error due to each parameter is taken as the shift, regardless of

the size of the shift—the statistical error is ignored here. The resulting parameter

shifts are given in Table 8.2

Caution should be used when combining these results however. Many of the

input parameters are taken from other measurements by KTeV, specifically from

the Re
(

ε′

ε

)
analysis, and as such will exhibit varying degrees of correlation. When

dealing with correlated errors, the total error cannot be obtained by adding individual

contributions in quadrature. Instead, we must use the covariance matrices from

the Re
(

ε′

ε

)
fits to integrate the correlation between input parameters into the error

propagation here. The propagation of errors in this case can be determined using
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Parameter Variation Shift in ê Shift in gE1 Shift in g̃M1 Shift in a1/a2

η+− = 2.218× 10−3 0.00032 −0.00033 −0.0072 −0.00047
η+− = 2.238× 10−3 −0.0003 0.000313 0.0073 0.00052

φ+− = 0.73758 radians 0.00037 −0.00055 −0.0034 −0.00059
φ+− = 0.78644 radians −0.00037 0.00057 0.0033 0.00062
MK = 0.497626GeV/c2 1 × 10−5 2.15× 10−5 −0.0014 −0.0004
MK = 0.49767GeV/c2 0.0 −4.02× 10−5 0.0015 0.00041

∆M = −0.5219× 1010 ~s−1 −0.00012 0.00026 0.0004 3 × 10−5

∆M = −0.5304× 1010 ~s−1 0.00013 −0.00028 −0.0003 −3 × 10−5

ΓS = 1.1139× 1010 s−1 −8× 10−5 0.00016 0.0021 0.00039
ΓS = 1.11713× 1010 s−1 1 × 10−4 −0.000175 −0.002 −0.00037
ΓL = 1.92678× 107 s−1 0.0 9.0 × 10−7 1 × 10−4 2 × 10−5

ΓL = 1.95695× 107 s−1 1 × 10−5 −1.93× 10−5 0.0 −1.0× 10−5

|ρ| = 1.2084 −1× 10−5 2.7 × 10−6 0.0002 3 × 10−5

|ρ| = 1.209 2 × 10−5 −2.17× 10−5 −1 × 10−4 −2 × 10−5

αREG = −0.53911 2 × 10−5 −3.17× 10−5 −1 × 10−4 −2 × 10−5

αREG = −0.53751 −1× 10−5 1.26× 10−5 1 × 10−4 3 × 10−5

NREG = 1.04068 1 × 10−5 −9.3× 10−6 0.0 1.0 × 10−5

NREG = 1.04188 1 × 10−5 −9.2× 10−6 0.0 0.0
TREG = −0.000714GeV −1 1 × 10−5 9 × 10−6 0.0 1.0 × 10−5

TREG = −0.000656GeV −1 1 × 10−5 −3.17× 10−5 1 × 10−4 1.0 × 10−5

Table 8.1: Parameter shifts from nominal result due to variation of input parameters

[18]:

Uij =
∑

k,l

∂Φi

∂θk

∂Φj

∂θl

∣∣∣∣∣
θ̂

Vkl (8.5)

where Uij gives the covariance between the fit parameters Φi and Φj,
∂Φi

∂θk
captures

the dependence of the estimated parameter Φi on the input parameter θk and Vkl is

the covariance between the input parameters θk and θl. In this case, Vkl comes from

the Re
(

ε′

ε

)
analysis fits from which we take the values of the input parameters. The

diagonal elements of Uij give the total variance of the parameter estimates due to the

uncertainty in a group of input parameters.

First, we note that variation of the regeneration parameters αREG, NREG and TREG

result in negligible shifts compared to the other parameters—they shall be treated

as independent. Second, we note that MK and ΓL are not among the parameters

measured by the Re
(

ε′

ε

)
analysis —they shall also be treated as independent. Next,

we note that the value of ρ and αREG are taken from the actual fit for Re
(

ε′

ε

)
so they

will be correlated with the magnitude of η+−. Finally, we note that the values of
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φ+−, ∆M and τS are all taken from the fit for φ+−, which is also a part of the Re
(

ε′

ε

)

analysis. From these fits, we can read off the correlations which can be found in Tables

8.2 and 8.2. Using the correlation matrices, the parameter shifts in Table 8.2 and

ρ αREG η+−
ρ 1 0.231 0.601

αREG 0.231 1 -0.082
η+− 0.601 -0.082 1

Table 8.2: Correlation matrix taken from the fit for Re
(

ε′

ε

)
The correlation for η+−

is taken to be the same as that for Re
(

ε′

ε

)
.

φ+− ∆M τS
φ+− 1 0.975 -0.908
∆M 0.975 1 -0.857
τS -0.908 -0.857 1

Table 8.3: Correlation matrix taken from the fit for φ+− [28]. Note that the φ+− fit
uses τS, while we varied the value of ΓS. This will introduce a sign change.

Equation 8.2 to add the parameters, we get the following combined errors as shown in

Table 8.2. We assume that the only parameter correlations are contained within the

two groups defined. It should be noted that this method of combining errors results

in errors that are smaller than one would obtain by adding in quadrature.

Combination of Inputs Error in ê Error in gE1 Error in g̃M1 Error in a1/a2

ρ, αREG, η+− 0.000307 0.000316 0.00717 0.000501
φ+−, ∆M , ΓS 0.000158 0.000160 0.00140 0.000287

MK , ΓL, NREG,TREG 2.00× 10−5 5.55× 10−5 0.00151 0.000411

Total Error 0.000346 0.000358 0.00746 0.000708

Table 8.4: Systematic errors due to input parameter uncertainty after proper treat-
ment of correlations.

One final possible source of systematic uncertainty comes from the uncertainty

in the evaluation of the strong interaction phase shift for the inner bremsstrahlung

decay amplitude. We choose to follow previous KTeV analyses and evaluate this
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at the mass of the neutral kaon. References [5] and [17] also follow this procedure.

However, Reference [16] implicitly assumes that the phase shift should instead be

evaluated at Mπ+π− which is often close to the value of MK for Inner bremsstrahlung

events, but not always so. In order to discover the size of this effect, we use this

competing prescription to compute D(~xi; ~α) for data and Monte Carlo events, and

rerun the maximum likelihood fit. Doing this, we find the parameters shift by :

∆ê = 0.00028

∆gE1 = 0.0035

∆g̃M1 = −0.0156

∆a1/a2 = −0.00419

(8.6)

We do not treat this as a systematic error, as it is an external theoretical uncertainty.

8.3 Systematic Errors Due to Treatment of Data

As mentioned in the beginning of the chapter, the treatment of the data may introduce

some systematic uncertainty which must be estimated.

8.3.1 Resolution of Phase Space variables

The likelihood contribution of each event is a function of the phase space variables

E∗
γ ,cos (θ), Zvertex, and pK. While the KTeV detector in general has excellent perfor-

mance, there will be some resolution effects that come into play with the measurement

of all of these variables. This also means that there will be a certain amount of error

introduced into the likelihood contribution for each event.

Our primary tool with which to attack this issue is the KTeV Monte Carlo, which

in general does an excellent job of simulating the resolution effects of the detector.

The method employed here is the generation of a Monte Carlo sample which will

be used as “fake” data. The option of whether or not to use generated ( Monte

Carlo truth ) or reconstructed variables is available, and used here. First, we run

the maximum likelihood fit on a sample of fake data with similar statistics as the

real data. For this first fit, all phase space variables used by the fitter take their



158 CHAPTER 8. SYSTEMATIC ERRORS

generated values. Then, the fit is rerun on the same fake data sample, however this

time all phase space variables (E∗
γ

CAL,cos (θ), Zvertex,pK) take on their reconstructed

values. The pure shifts in parameter estimates is then taken as the systematic errors

due to resolution effects of all phase variables in question. The pure shift is used, as

the statistical sample remains identical between the two fits. The systematic error

estimate is as reliable as the resolution simulation of the KTeV detector. For this

study all phase space variables are switched from their generated to reconstructed

values at the same time, rather than one at a time, due to correlations between

variables in which resolution effects in one variable will create resolution effects in

another. For example, the resolution in the value of E∗
γ

CAL will result in smearing

of the value of the kaon momentum pK . Table 8.5 gives the shift in parameter

estimates from the result using generated variables to the result using reconstructed

variables. Note that the effects of fake photon clusters and KL,S → π+π−γγ are also

both included in this study.

ê Shift gE1 Shift g̃M1 Shift a1/a2 Shift
Observed Shifts 0.00052 -0.0003254 -0.0033 -0.00009

Table 8.5: Systematic Errors Due to Event Reconstruction.

8.3.2 Background Effects

In Chapter 4 we estimated the amount of background present in the data sample

after all analysis cuts have been applied. Now we wish to estimate the effect of this

background on the parameter estimates from the likelihood fit. As we are using an

unbinned likelihood fit, it is not possible for us to subtract the background from

the signal, as could be done in a binned likelihood or χ2 fit. Instead, we shall add

background into the data sample, and observe how the parameter estimates shift.

Since we will be changing the statistics of the data sample when we introduce the

background, we shall use the ∆S method to estimate the systematic error due to the

background.

We shall add a background sample to the nominal data sample in order to perform

this study. Additionally, we shall extract a background sample directly from the data,
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as Chapter 4 also revealed the difficulty in simulating the kaon decays which make

up the largest contribution to the background — the proper statistics are extremely

hard to obtain.

The background sample can either be extracted from the tail in the P 2
T distribu-

tion, or from the tails on either side of the Mπ+π−γ mass peak. If the tail of the P 2
T

plot is used, the background will consist of both background kaon decays, but also

scattered KL,S → π+π−γ events. However, the tails of the Mπ+π−γ distribution will

contain mostly background kaon decay events. Because of this, we shall extract the

background sample from the Mπ+π−γ wings.

Finally, we must choose a region in the invariant mass plot from which to extract

the background sample. We select events in the region of 0.46GeV/c2 to 0.475GeV/c2

as the low invariant mass sideband in an effort to keep the number of KL,S → π+π−γ

decays to a minimum, while also selecting events from 0.515 GeV/c2 to 0.54 GeV/c2

as the high invariant mass sideband. 1 We must be careful when dealing with these

two background samples as the low invariant mass sample, according to the analysis

presented in Section 4.2.4 is dominated by KL → π+π−π0 decays, which are associated

with large values of E∗
γ and thus may fake direct emission events. On the other hand,

the high invariant mass sample, and presumably the background under the mass peak,

is a mixture of the three largest kaon decay modes, KL → π±e∓ν, KL → π±µ∓ν and

KL → π+π−π0 and is not dominated by the KL → π+π−π0 decay. This implies that

if we wish to extract additional events which approximate the background under

the mass peak, we should do so from the high invariant mass region. However, the

number of events present in the data between 0.515 GeV/c2 to 0.54 GeV/c2 is less

than the total estimated background. In order to acquire enough events, we first

collect all events between 0.515 GeV/c2 to 0.54 GeV/c2 and then add to this sample

enough events between 0.46 GeV/c2 to 0.475 GeV/c2 to yield a sample which is

approximately equal in statistics to the estimated background under the mass peak.

See Table 8.6 for the relative contribution to the sample from the two regions. Note

that in determining the total number of additional events to inject into the sample,

we have chosen between the invariant mass and P 2
T estimates by selecting the larger

1Plotting the π+π−γ invariant mass for both data and Monte Carlo reveals that the two plots
start to greatly diverge below 0.475 GeV/c2 and above 0.515 GeV/c2. This can be seen clearly in
Figures 3.1, L.1, M.1, and N.1.
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of the two for each sample.

1997 Reg 1997 Vac 1999 Reg 1999 Vac
# of Background Events 20 82 44 98

# with Low Invariant Mass 3 41 22 30
# with High Invariant Mass 17 41 22 68

# Total Used 20 82 44 98

Table 8.6: Composition of background sample for the estimation of the background
systematic error

This background sample is added to the nominal data sample and fit. The result-

ing parameter shifts from the nominal value are shown, in addition to the resulting

systematic errors if any, are shown in Table 8.7 .

be gE1 ggM1 a1/a2

Parameter Shift (1.7 ± 0.3) × 10−4 (0.82 ± 6.93) × 10−5 (−5.5 ± 1.1) × 10−3 (−1.34 ± 0.90) × 10−3

Assigned Error 0.000185 0.0 0.00603 0.00177

Table 8.7: Observed shifts and assigned systematic errors from the addition of the
estimated background sample

8.3.3 Systematic error due to scattering and incoherent re-

generation

Another source of background comes from kaon scattering, a process which modifies

the wavefunction of the kaon. This possibility is not taken into account by the

fitter, so a systematic error must be estimated. The primary scattering processes are

collimator and regenerator scattering. Section 4.4.2 determined that the expected

amount of collimator scattering in the data sample is quite low, so we neglect it

here. On the other hand the amount of regenerator scattering, folded in with other

incoherent regeneration, is non-negligible as pointed out in Section 4.4.1.

The method employed here is to generate Monte Carlo with incoherent regener-

ation and regenerator scattering turned on. Then, the scattered and incoherently

regenerated events are removed from the sample, and the Monte Carlo sample is used

as fake data and fit. The Monte Carlo sample is then used as fake data once again,
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but this time the incoherently regenerated events, in addition to events in which the

kaon scattered within the regenerator, are kept and fit. The shift in parameters then

determines the systematic error, where the error is estimated using the ∆S method.

Note that the Monte Carlo handles the normalization of the various terms here. Table

8.8 presents the parameter shifts between the sample with incoherent regeneration

and the sample without.

ê gE1 g̃M1 a1/a2

Parameter (11.0± 2.7) × 10−5 (−8.62± 4.78)× 105 (4.0 ± 7.1)× 10−4 (7 ± 29)× 10−5

Shift
Assigned 0.000123 0.000109 0.0 0.0

Error

Table 8.8: Observed shifts and assigned systematic errors from the effect of incoherent
regeneration and regenerator scattering

8.4 Systematic Errors Due to Treatment of Monte

Carlo Samples

The systematic error due to Monte Carlo mainly involves problems with simulating

the KTeV detector response, however the frequency of specific processes may also

introduce some systematic uncertainty into the result.

8.4.1 Detector Acceptance and Simulation

Data/MC agreement

Getting a correct value for the Monte Carlo integration depends on the phase space

being accurately modeled. This means that any problem with acceptance could lead

to a systematic error. Problems in acceptance may be worsened when a cut is made on

the variable in question. In general, there are two ways to address the possible impact

of selection cuts on the parameter estimates. The first is to vary each cut and rerun

the fit multiple times in order to see if there is a systematic shift as a cut is loosened or

tightened. However, doing this changes the statistical sample used in the fit, which
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introduces a certain measure of statistical error into the result. Additionally, it is

possible to pick up background events in this way. Finally, it is often not clear where

to stop the cut variations.

The second method to quantify the effect of poor detector Monte Carlo modeling

is to choose a cut distribution and reweight it in order to force the Monte Carlo

to reproduce the data. This correction comes from a plot of the ratio of the data

distribution to the Monte Carlo distribution. This plot can then be applied as a bin

by bin correction, or in the case of a linear slope, a linear correction function can

be used. The main disadvantage to this technique is that the slope of a number of

data/MC plots may be correlated with each other. In this case, if one distribution

is flattened, others may also be effected, rendering the determination of a pure shift

due to each distribution very difficult, if not impossible.

The flattening method proceeds as follows: first, obtain the nominal fit results

before the correction is applied. Then, the necessary correction to the distribution

in question is computed for each data subsample. Each correction is applied to its

corresponding Monte Carlo sample—we must correct Monte Carlo to match data, not

the other way around, and the corrected Monte Carlo samples are used in another

fit. The shift in each parameter estimate is then taken as the systematic error.

The cut variation method is as follows: we evaluate the systematic error due to

the choice of each cut by varying each cut and seeing if the shift in parameter values

is larger than would be expected given the change in statistics that results from the

change in each cut. The assumption is any shift reveals problems with the way the

MC models the data.

We vary each cut independently, keeping all others at their nominal values. We

fit data and Monte Carlo using a number of different cut values, being careful not to

remove too much of the sample each time.

Each of the analysis cuts is varied, and the resulting shifts can be seen graphically

in Figures 8.1 through 8.17, where the size of the error bar for the shift is given by

Equation 8.3. If a given variation of a cut results in a shift larger than its error bar,

the ∆S method is used to compute a symmetric error interval. For a given cut, the

cut value with the largest symmetric error interval is chosen as the systematic error

for that parameter due to that particular cut. If no shifts are statistically significant,

no systematic error is assigned. Additionally, if other reasons exist for the shift, for
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example, an increase in background resulted from the variation of the cut, we neglect

to assign a systematic error.

Since the flattening method presents serious problems involving correlations be-

tween different observables, we shall use the cut variation method to address most of

the systematic errors here.
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Figure 8.1: Resulting parameter shifts due to the removal of a number of different
cuts. Although its removal results in a sizable shift in parameters, we choose not to
assign a systematic error due to the In-time energy cut, as the distribution is very
clearly separated into desirable and undesirable areas(see Figures 3.18, L.16, M.16,
and N.16 ), and variation of the cut would result in no change in events. Simply
removing this cut by definition lets in additional background, which has already been
dealt with. The other three points are included in the study.
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Figure 8.2: Resulting parameter shifts due to the variation of the early photon cluster
energy cut. The default cut requires a early photon cluster energy of < 150 counts.
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Figure 8.3: Resulting parameter shifts due to the variation of the kinematic and CsI
photon energy cuts in the kaon rest frame. For each point, as well as in the nominal
set of cuts, the two values are subjected to the same cut. The nominal cut requires
that E∗

γ> 20MeV.
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Figure 8.4: Resulting parameter shifts due to the variation of the CsI photon energy
cut in the lab frame. The nominal cut requires that ELAB

γ > 1.5GeV. The crunch cut
was made at 1.0 GeV while cutting at 3.0GeV removes approximately 15% of events
compared to the nominal cut. This also represents the agressive cut used in Reference
[25]. The solid line in the g̃M1 plot indicates the upper statistical error bound for the
nominal result.
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Figure 8.5: Resulting parameter shifts due to the variation of the fusion χ2 cut. The
nominal cut requires fusion χ2 < 48
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Figure 8.6: Resulting parameter shifts due to the variation of the track offset χ2 cut.
The nominal cut requires χ2 < 50.
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Figure 8.7: Resulting parameter shifts due to the variation of the vertex χ2 cut. The
nominal cut requires χ2 < 50.



8.4. SYSTEMATIC ERRORS DUE TO TREATMENT OF MONTE CARLO SAMPLES171

  -4 10× < 1.0 2
T

p -4 10× < 3.0 2
T

p -4 10× < 5.0 2
T

p
-0.3
-0.2
-0.1

0
0.1
0.2
0.3

-310×

 ∈ ∆

  -4 10× < 1.0 2
T

p -4 10× < 3.0 2
T

p -4 10× < 5.0 2
T

p
-0.2

0

0.2

0.4

0.6

-310×

 
E1

 g∆

  -4 10× < 1.0 2
T

p -4 10× < 3.0 2
T

p -4 10× < 5.0 2
T

p
-0.01

-0.005

0

0.005

 
M1

g~ ∆ 

  -4 10× < 1.0 2
T

p -4 10× < 3.0 2
T

p -4 10× < 5.0 2
T

p
-0.003

-0.002

-0.001

0

0.001

 2/a1 a∆

Figure 8.8: Resulting parameter shifts due to the variation of the P 2
T cut. The nominal

cut requires P 2
T < 2.5 × 10−4GeV 2/c2.
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Figure 8.9: Resulting parameter shifts due to the variation of the SEEDRING cut,
which is the outer fiducial cut for CsI cluster seeds. The nominal cut is SEEDRING
< 18.1. This cut variation reveals a large shift as the cut is tightened, however we
assign a systematic error based on the parameter shift due to the removal of the cut.
The solid line indicates the statistical error bound for the nominal results.
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Figure 8.10: Resulting parameter shifts due to the variation of the ISMLRING cut,
which is the inner fiducial cut for CsI cluster seeds. The nominal cut is ISMLRING
> 4.5. This cut variation reveals a large shift as the cut is tightened, however we
assign a systematic error based on the parameter shift due to the removal of the cut.
The solid line indicates the statistical error bound for the nominal results.
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Figure 8.11: Resulting parameter shifts due to the variation of the photon/pion sep-
aration cut. The nominal cut is π − γ separation > 30cm. Each cut value represents
the point where approximately 10% of the data are removed or added to the sample.
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Figure 8.12: Resulting parameter shifts due to the variation of the P 2
π0 cut. The

nominal cut is −0.10GeV 2/c2 < P 2
π0 < −0.0055GeV 2/c2.
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Figure 8.13: Resulting parameter shifts due to the variation of the E/p cut. The
nominal cut requires E/p < 0.85.
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Figure 8.14: Resulting parameter shifts due to the variation of the track momentum
cut. The nominal cut requires Pπ > 8.0GeV . The solid line indicates the statistical
error bound for the nominal results.
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Figure 8.15: Resulting parameter shifts due to the variation of the track separation
cut. The nominal cut requires the total track separation to be > 20cm at the CsI.
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Figure 8.16: Resulting parameter shifts due to the variation of the track X separation
cut. The nominal cut requires the X track separation to be > 3.0cm at the CsI. The
cut at 10cm shows signs that the cut is too extreme, for this reason we only consider
the situation where the cut is removed.
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Figure 8.17: Resulting parameter shifts due to the variation of the track Y separation
cut. The nominal cut requires the Y track separation to be > 3.0cm at the CsI. The
cut at 10cm shows signs that the cut is too extreme, for this reason we only consider
the situation where the cut is removed.
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The cut variation plots indicate how the parameter estimates vary with different

cut values. There are some cuts which are not included in this study, or the largest

symmetric error is not used. The first cut which is not included in the fit variation

study is the In-time Photon Cluster Energy cut. Small variations in the cut will not

result in any parameter shift, as the cut is made in a region with a deficiency of both

data and MC events. Also, it suppresses background events, so we would expect a

shift if we were to remove the cut entirely.

Two other cuts which are treated in a different fashion are the inner and outer

CsI ring cuts. Tightening each of these cuts results in a large shift in many of the fit

parameters. Further inspection reveals that tightening these cuts warps other distri-

butions, for example the kaon momentum spectrum. Since these cuts are designed to

prevent energy leakage out of the sides and/or center of the calorimeter, the largest

true systematic error possible would be that of not making these cuts at all, thus

letting the energy leakage become an issue. We thus only include the situation where

the inner and outer ring cuts are not made. Much in the same fashion, we also see a

shift in parameters when we tighten the X and Y track separation cuts. Again, we see

other distributions become warped, including the kaon momentum spectrum. These

cuts are made in order to avoid problems in tracking that result from the tracks not

matching to the correct cluster, and the largest possible systematic error would be

due to these problems actually occurring. For that reason, we instead assign system-

atic errors using the parameter shifts that result from removing the X and Y track

separation cuts.

The next cut that is treated differently is the Z vertex cut. Again, tightening

this cut reveals large parameter shifts. Further inspection reveals alteration of the

kaon momentum, indicating that we cannot tighten this cut so much. The purpose

behind making this cut is to cut away from the regenerator edge, and thus remove

kaons which decayed within the regenerator. These events would have a different

wavefunction than we had assumed in the fitter, and the daughter pions will also

lose energy as they transverse the regenerator. Given our purpose for making this

cut, the largest systematic error should occur when we loosen this cut and begin to

accept events coming from decays in the regenerator. As can be seen from the cut

variation plot, when this is done, the resulting parameter shifts are far smaller than

those obtained by tightening the cut. Because of this, we do not assign systematic
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errors based on the result obtained by tightening the cuts. However, in order to avoid

this issue, we shall instead flatten the z vertex distribution in order to obtain the

systematic error for this variable.

The results of the cut variation studies, including the modified treatment of some

parameters as discussed above, are summarized in Table 8.9.

Varied Cut ê Error gE1 Error g̃M1 Error a1/a2 Error
No Λ → pπ cut 0.0 0.0 0.0 0.0
No π0 → γγ mass cut 0.000127 0.00039 0.0081 0.00256
No Upstream track/γcut 0.0 0.000071 0.0 0.0
No Inner Ring Cut 0.000149 0.0 0.0 0.0
No Outer Ring Cut 0.000178 0.0 0.0 0.0
Track Y Separation 0.0 0.0 0.0 0.0
Track X Separation 0.00021 0.000468 0.00365 0.0
Track Separation 0.0 0.00053 0.0 0.0
Pπ 0.000154 0.00131 0.007 0.0
E/p 0.000157 0.000463 0.0073 0.00126
P 2

π0 0.000171 0.00036 0.0111 0.00306
π − γ Separation 0.0 0.00131 0.0 0.0
p2

T 0.000273 0.00051 0.0084 0.00221
All Eγ 0.00027 0.00109 0.0161 0.00299
Eγ (Lab) 0.000228 0.00105 0.0249 0.00396
χ2

OFFSET 0.0 0.000351 0.0 0.0
χ2

V ERTEX 0.000118 0.000317 0.0 0.0
χ2

FUSION 0.000083 0.000397 0.00106 0.0
Early Energy 0.0000269 0.0 0.0 0.0
Total Error 0.00064 0.00271 0.0355 0.0069

Table 8.9: Assigned systematic errors from the cut variation study. All systematic
errors were obtained using the ∆S method. Errors which read “0.0” indicate that the
observed shift in the parameter was not larger than the statistical error of the shift,
and hence no systematic error was assigned.

There is one more distribution that we have not yet addressed—the kaon momen-

tum spectrum. Recall that the KTeV Monte Carlo generates its kaon momentum

spectrum using the observed spectrum from KL,S → π+π− decays. This strongly im-

plies that the observed kaon momentum spectrum for KL,S → π+π−γ should match

that from the Monte Carlo — if everything is correctly modeled. Differences in the

two spectra can come from a multitude of different sources, however it is still useful

to see how the estimated parameter values depend on the kaon momentum. We first

plot the ratio of the kaon momentum from data and Monte Carlo on a bin by bin
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basis. If there was perfect agreement, the result would be a linear distribution with a

slope of zero. A slope indicates problems with the simulation. We fit this distribution

for each of the 4 data subsamples to obtain a slope for each. The observed slopes

are indicated in Table 8.4.1, and indicate that while the vacuum beam samples have

a slope which is consistent with being equal to zero, the regenerator beam samples

do have statistically significant slopes. In order to evaluate this possible systematic

Subsample Kaon Momentum Slope
1997 Reg (−2.01± 0.59)× 10−4

1999 Reg (−1.33± 0.31)× 10−4

1997 Vac (4.1± 9.4)× 10−5

1999 Vac (0.23± 4.7) × 10−5

Table 8.10: Observed kaon momentum slopes relative to Monte Carlo

error, we take the momentum slopes from the regenerator beam and apply them as

corrections to the normalization Monte Carlo sample, which will flatten the momen-

tum spectrum. Since the vacuum beam samples do not have a statistically significant

slope, we do not correct those two samples. The shift in parameters that results from

flattening the momentum spectrum is shown in Table 8.11. Since we only adjusted

the weights of the events in the normalization Monte Carlo sample, we simply take

the observed shift as the systematic error.

ê Shift gE1 Shift g̃M1 Shift a1/a2 Shift
Observed Shift −0.00007 0.0006 −0.0009 −0.00013

Table 8.11: Observed parameter shifts due to flattening of the momentum spectrum.

As outlined above, we have also chosen to flatten the z vertex distribution due to

difficulty in performing a cut variation on that variable. The procedure is the same

as that used in handling the kaon momentum. The observed slopes are indicated in

Table 8.12. The shift in parameters from flattening the z vertex distributions can be

found in Table 8.13.

There is one final complication to the flattening procedure as performed—the kaon

momentum and z vertex are highly correlated with one another. The consequence
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Subsample Z Vertex Slope
1997 Reg (−0.20± 2.41)× 10−4

1999 Reg (−1.68± 1.23)× 10−4

1997 Vac (−6.22± 2.17)× 10−4

1999 Vac (−1.87± 1.10)× 10−4

Table 8.12: Observed z vertex slopes relative to Monte Carlo

ê Shift gE1 Shift g̃M1 Shift a1/a2 Shift
Observed Shift 0.00045 −0.000759 −0.0023 −0.00049

Table 8.13: Observed parameter shifts due to flattening of the z vertex distribution.

is that these errors ( actually their magnitudes ) must be added linearly and not in

quadrature. The combined result can be found in Table 8.14

ê Error gE1 Error g̃M1 Error a1/a2 Error
Total Error 0.00052 0.001359 0.0032 0.00062

Table 8.14: Systematic errors due to flattening of Zvertex and pK distributions

Accidental Simulation

While the Monte Carlo does include a simulation of accidental particles, there is some

uncertainty in the level of this. The nominal result was obtained with the accidental

simulation turned on. Since the simulation is known to be accurate to roughly 10%

[38] we generate a sample of normalization Monte Carlo with the accidental simulation

turned off, compute the resulting shift in parameters, and the multiply the shift by

10% in order to obtain the corresponding systematic error. The results of this study

are shown in Table 8.15.

Radiative Corrections

The KTeV Monte Carlo utilizes the radiative correction package PHOTOS in order

to simulate the emission of a second photon, i.e. KL,S → π+π−γγ . However, we

must allow for the possibility that the probability of this occurring is not well repro-
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ê Shift gE1 Shift g̃M1 Shift a1/a2 Shift
No Accidental Simulation -0.00027 -0.0013061 -0.0053 -0.00157

Assigned Error 0.000027 0.00013061 0.00053 0.000157

Table 8.15: Observed shifts and assigned systematic errors from the uncertainty in
the Monte Carlo accidental simulation

duced. In order to account for this, we introduce a correction factor which scales the

probability of second photon emission, and use this correction factor to match the

data in the region just to the left of the nominal kaon mass in the plot of Mπ+π−γ
— which is where these events reconstruct. This procedure is outlined in Appendix

G. The observed PHOTOS normalization is different between the vacuum and re-

generator beams, and each measured value also has an associated error. We use the

average value of the two to actually generate the normalization Monte Carlo sample

for the nominal fit, and determine the systematic error due to the uncertainty in the

PHOTOS normalization. The shifts from the average value to the values specific to

each beam are:

∆wππγγ = 0.232 ± 0.056 (V AC)

∆wππγγ = −0.123 ± 0.034 (REG)
(8.7)

where the errors are taken from the error on the specific value for each beam. As can

be seen, the two values are quite different. In order to better cover the possible range

of values of wππγγ that these represent, we will generate two samples of normalization

Monte Carlo, one using a lower value of wππγγ than nominal, and another using a

higher value of wππγγ than nominal. In order to avoid underestimating the systematic

error here, we will not merely use the values of wππγγ found from the vac and reg

beams, but will utilize the ∆S method to determine maximum and minimum values

of wππγγ.

We first use the ∆S method to determine a symmetric error interval for each shift.

The ∆S method yields:

σV AC
wππγγ

= 0.259

σREG
wππγγ

= 0.139
(8.8)
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Each value of σwππγγ gives a symmetric error interval around the average (nominal)

value of wππγγ . This error interval can be interpreted as the interval in which there

is a expectation, at 68.3% confidence, that the true value value of wππγγ lies within.

The expectation comes from the measurement of wππγγ in either beam.

The next step is to use the intervals to determine the maximum and minimum

bounds for wππγγ. We use the interval corresponding to the regenerator beam for

the lower bound, as it yielded the lower of the two values, and use the interval

corresponding to the vacuum beam for the higher bound. The result is:

wππγγ
AV G − σwππγγ

REG ≤ wππγγ ≤ wππγγ
AV G + σwππγγ

V AC

0.499 ≤ wππγγ ≤ 0.897
(8.9)

The result is two bounds which give an area slightly past the two measured values

of wππγγ and partially incorporate the errors measured. We generate two samples of

normalization Monte Carlo, setting wππγγ=0.499 for one and wππγγ=0.897 for another,

and fit the nominal data sample using these MC samples. The shifts in parameter

estimates from the nominal results are shown in Table 8.16, which also indicates that

we take the maximum shift in each parameter as the systematic error.

ê Shift gE1 Shift g̃M1 Shift a1/a2 Shift
wππγγ = 0.499 -0.00016 -0.0010051 -0.0073 -0.00141
wππγγ = 0.897 -0.00003 0.0007523 -0.0165 -0.00537
Assigned Error 0.00016 0.0010051 0.0165 0.00537

Table 8.16: Assigned systematic errors from the uncertainty in PHOTOS normaliza-
tion

8.5 Sum of Systematic Errors

The final results of the systematic error studies, along with the total systematic errors,

are shown in Table 8.17. The total systematic errors were obtained by adding the

totals within each group in quadrature. Table 8.18 reviews how each systematic error

was obtained.
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Systematic Error ê Error gE1 Error g̃M1 Error a1/a2 Error
Input Error 0.000346 0.000358 0.00746 0.000708
Cut Variations 0.000642 0.00271 0.0355 0.00685
PHOTOS Error 0.00016 0.00101 0.0165 0.00537
Accidental Simulation Error 0.000027 0.000131 0.00053 0.000157
Reconstruction Error 0.00052 0.000325 0.0033 0.00009
Background 0.000185 - 0.00603 0.00177
Incoherent Regeneration 0.000123 0.000109 - -
Flattened Distributions 0.00052 0.00136 0.0032 0.00062

Total Error 0.00107 0.00324 0.0406 0.00893

Table 8.17: Total Systematic Errors

Systematic Error Method Used to Estimate Error
Input Error Addition of Correlated Parameter Shifts
Cut Variations ∆S Method Using Correlated Shifts
PHOTOS Error Pure Shift
Accidental Simulation Error Pure Shift × Error on Accidental Rate
Reconstruction Error Pure Shift
Background ∆S Method Using Correlated Shifts
Incoherent Regeneration ∆S Method Using Correlated Shifts
Flattened Distributions Pure Shift

Total Error

Table 8.18: Methods used to obtain systematic errors
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Chapter 9

Conclusions

Now that the systematic errors for all parameters have been estimated, we can now

remove the unknown offset of ê and present the final result.

9.1 Final Result

The final result of this analysis, including systematic errors, is:

ê + offset = 0.43919 ± 0.00065(stat) ± 0.00107(syst)

gE1 = −0.0061 ± 0.0015(stat) ± 0.00324(syst)

g̃M1 = 1.133 ± 0.030(stat) ± 0.0406(syst)

a1/a2 = −0.7503+0.0068
−0.0072(stat) ± 0.00893(syst)

(9.1)

Removing the offset on ê, which is equal to -0.43532, and combining errors yields:

ê = 0.00387 ± 0.00125

gE1 = −0.0061 ± 0.00357

g̃M1 = 1.133 ± 0.051

a1/a2 = −0.7503 ± 0.0113

(9.2)

which reveals that we have measured a non-zero value for ê at 3.1 σ confidence and

a non-zero value for gE1 at 1.7 σ confidence. Looking at the form of the entire E1

189
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direct emission amplitude for the KL as shown in Equation 2.19, we can compute the

fraction of this amplitude which violates CP directly:

|16ê|
|gE1| + |16ê| =

16 (0.00387 ± 0.00125)

0.0061 ± 0.00357 + 16 (0.00387 ± 0.00125)

= 91 ± 4.5%

(9.3)

where the correlation between ê and gE1 has been taken into account, assuming that

the systematic errors introduce no new correlation.

These parameter values can be used to compute the value of ε′+−γ as defined in

Equation E.14. The magnitude is:

∣∣ε′+−γ

∣∣ = (0.164 ± 0.052) × 10−3 (E∗
γ > 20 MeV )

arg
(
ε′+−γ

)
= (53.09 ± 0.02)◦

(9.4)

where the errors are due to the uncertainity in ê and gE1 only. 1 Adding to this value

η+− yields:

η+−γ = η+− + ε′+−γ

|η+−γ| = (2.390 ± 0.053) × 10−3 (E∗
γ > 20 MeV )

φ+− = (44.30 ± 1.37)◦

(9.6)

where the KTeV measurement |η+−| = (2.228 ± 0.010) × 10−3 was used. For this

calculation, the correlation between ê and gE1 has been taken into account, and is

assumed to be not effected by systematic errors. The computation of η+−γ allows

this result to be compared to older results produced by previous analyses [22, 23] of

KL,S → π+π−γ.

1Note that this calculation suffers from the same uncertainity regarding the evaluation of the
strong interaction phase shifts as that mentioned in Section 8.2. If these two quantites are computed
by evaluating δ0 at Mπ+π− , and the corresponding parameter estimates coming from the same
assumption are used, the result is instead:

∣∣ε′+−γ

∣∣ = 0.176× 10−3

arg
(
ε′+−γ

)
= 69.31◦

(9.5)
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9.2 Comparison with previous results

This is the first measurement of ê. However, previous experiments at Fermilab utiliz-

ing the KS regeneration technique [22, 23] have measured the related parameter η+−γ

and its phase φ+−γ. These results, along with the computed result using our values

for ê and gE1, can be seen in Table 9.1 Two previous KTeV analyses have attempted

Experiment η+−γ × 10−3 φ+−γ (degrees)
This Result 2.390 ± 0.053 44.30 ± 1.37
E773 [23] 2.359 ± 0.062(stat) ± 0.040(syst) 43.8 ± 3.5(stat) ± 1.9(syst)
E731 [22] 2.15 ± 0.26(stat) ± 0.20(syst) 72 ± 23(stat) ± 17(syst)

Table 9.1: Results of measurements of η+−γ. Note that the E773 and E731 experi-
ments directly measured the magnitude and phase of η+−γ, while for this result it is
computed from the estimated decay amplitudes.

to measure gE1. The best limit comes from KL → π+π−e+e−, which placed the upper

limit [10, 39] of:

〈|gE1|〉E∗
γ
< 0.03 (90% C.L.) (9.7)

which is compatible with this result. The other result came from the analysis of the

1997 vacuum beam sample [40] of KL → π+π−γ which produced a surprisingly weak

result of |gE1| < 0.21 (90% C.L.) Both results are consistent with the result of this

analysis.

The NA48 experiment has recently reported [41] evidence of interference from the

E1 direct emission amplitude in K± → π±π0γ. While beyond the scope of this thesis,

the size of this effect can be related [42] to the similar amplitude in KL,S → π+π−γ.

KTeV has also measured [10, 40] the M1 direct emission parameters as shown in

Table 9.2. These results also include the measurement from the NA48 experiment

[43]. The results from this analysis are consistent with those from previous analyses.
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Experiment/Data Sample ggM1 a1/a2(GeV 2/c2)

This Result 1.133 ± 0.030(stat) ± 0.0406(syst) −0.7503+0.0068
−0.0072 (stat) ± 0.00893(syst)

KTeV 1.198 ± 0.035(stat) ± 0.086(syst) −0.738 ± 0.007(stat) ± 0.018(syst)
KL → π+π−γ [40]

KTeV 1.11 ± 0.12(stat) ± 0.08(syst) −0.744 ± 0.027(stat) ± 0.032(syst)
KL → π+π−e+e− [10]

NA48 [43] 0.99+0.28
−0.27(stat) ± 0.07(syst) −0.81+0.07

−0.13(stat) ± 0.02(syst)

Table 9.2: Results of measurements of the M1 direct emission parameters

9.3 Final Conclusions

This dissertation has presented a detailed study of the KL,S → π+π−γ decay using

data from the KTeV experiment. In addition to measuring the parameters describing

the M1 direct emission process, this analysis has also determined the amplitude for E1

direct emission. The parameter describing the part of this process that violates CP

indirectly was determined to be 1.7 σ away from zero, while the direct CP violating

part was measured to be 3.1 σ away from zero. This result implies that 91± 4.5% of

the E1 direct emission process violates CP directly.

This analysis provides further proof that a well designed yet flexible experiment

such as KTeV that provides for high precision studies and high sensitivity searches

can provide unexpected and intriguing results.
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Figure 9.1: Magnitudes and phases of all measurements of η+−γ in addition to the
KTeV measurement of η+−
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Appendix A

Kinematic Relations

This appendix derives a number of useful kinematic relations among the kinematic

variables that are involved in the decay KL,S → π+π−γ.

A.1 Invariant Quantities

Some quantities give results useful in all frames. One is:

Mπ+π−
2 = (p+ + p−) · (p+ + p−)

= (p+ · p+) + (p− · p−) + 2 (p+ · p−)

= 2Mπ
2 + 2 (p+ · p−)

(A.1)

A.2 Values in the kaon rest frame

It is useful to compute some quantities in the kaon rest frame, in which the pion and

gamma momenta cancel. First we shall derive a relation between E∗
γ and Mπ+π−

MK
2 = pK · pK

= (pππ + pγ) · (pππ + pγ)

= (pππ · pππ) + 2 (pππ · pγ) + (pγ · pγ)

= Mπ+π−
2 + 2 (pππ · pγ) + 0

(A.2)

195
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In the kaon rest frame, ~p∗ππ = − ~p∗γ and E∗
K = MK = E∗

ππ + E∗
γ which leads to:

MK
2 = Mπ+π−

2 + 2
((
MK − E∗

γ

)
E∗

γ

)
+
∣∣~p∗γ
∣∣2

= Mπ+π−
2 + 2E∗

γMK

(A.3)

which leads to the final result:

E∗
γ =

MK
2 −Mπ+π−

2

2MK

(A.4)

Alternatively, we can note that

(pK · pγ) = (pππ · pγ) + (pγ · pγ)

= (pππ · pγ)
(A.5)

and then note that in the kaon rest frame, (pK · pγ) = EKE
∗
γ , which then leads to the

same result.

We can also derive the relation between the photon energy in the lab frame and

in the kaon rest frame:

In the lab frame, we have:

(pK · pγ) = EKE
LAB
γ − |pK |ELAB

γ cosψ

= ELAB
γ |pK|

[√
MK

2

|pK|2
+ 1 − cosψ

]
(A.6)

where ψ is the angle between the kaon and photon momenta in the lab frame. We

can then use Equations A.2 and A.4 to write

E∗
γMK = ELAB

γ |pK |
[√

MK
2

|pK |2
+ 1 − cosψ

]

≈ ELAB
γ |pK| [1 + cosψ]

(A.7)

leading to

E∗
γ ≈ ELAB

γ |pK| 1 − cosψ

MK
(A.8)
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A.3 Values in the ππ rest frame

It is useful to compute some quantities in the ππ rest frame, where the pion momenta

cancel. The first quantity is the photon energy in this frame. First, in the kaon rest

frame:

(pK · pγ) = MKE
∗
γ (A.9)

while in the ππ rest frame:

(pK · pγ) = Mπ+π−Eγ (A.10)

leading to:

Eγ =
MK

Mπ+π−

E∗
γ (A.11)

The pion momenta are easy to determine in this frame as well:

Mπ+π−
2 = (p+ + p−) · (p+ + p−)

= (E+ + E−)2
(A.12)

which, together with equal pion momenta ( and thus energies ) leads to:

E+ = E− =
Mπ+π−

2
(A.13)

Now the magnitude of the pion momenta can be calculated:

|p+| = |p−| =
√
E2 −M2 =

√
Mπ+π−

2

4
−Mπ

2 (A.14)

We can also calculate the invariant product of the pion and photon momentum:

p+ · pγ = E+Eγ − ~p+ · ~pγ

= E+Eγ − |p+| |pγ | cos (θ)
(A.15)

where all quantities are in the ππ frame. Using the fact that in this frame ~p+ = − ~p−:

p− · pγ = E−Eγ − ~p− · ~pγ

= E−Eγ + |p+| |pγ| cos (θ)
(A.16)
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If we use equations A.13, A.11, A.14 and the fact that Eγ = |pγ| then we get:

p± · pγ =
MK

2
E∗

γ ∓
√
Mπ+π−

2

4
−Mπ

2

(
MK

Mπ+π−

E∗
γ

)
cos (θ)

= MKE
∗
γ

[
1

2
∓
√
Mπ+π−

2

4
−Mπ

2

(
1

Mπ+π−

)
cos (θ)

]

= MKE
∗
γ


1

2
∓
√

1

4
− Mπ

2

Mπ+π−
2 cos (θ)




=
MKE

∗
γ

2


1 ∓

√
1 − 4Mπ

2

Mπ+π−
2 cos (θ)




(A.17)

A.4 cos (θ)

The kinematic variable cos (θ), which is defined as the angle between the π+ and the

γ in the ππ rest frame, can also be expressed in terms of variables in the kaon rest

frame.

Subtracting equation A.16 from A.15 results in:

(p+ − p−) · pγ = −2 |p+| |pγ| cos (θ) (A.18)

However, the kaon 4-momentum PK = p+ + p− + pγ which, when evaluated in the

kaon rest frame, leads to:

(p+ − p−) · pγ = (p+ − p−) · (PK − (p+ + p−))

=
(
E∗

+ − E∗
−
)
MK

(A.19)

Equations A.18 and A.19 can then be used to obtain:

(
E∗

+ − E∗
−
)
MK = −2 |p+| |pγ| cos (θ) (A.20)
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Using the values of p+ and Eγ in equations A.14 and A.11 in the above yields:

cos (θ) = −
(
E∗

+ − E∗
−
)
MK

2

(√
Mπ+π−

2

4
−Mπ

2

)(
MK
Mπ+π−

E∗
γ

)

= −
(
E∗

+ − E∗
−
)

E∗
γ

√
1 − 4Mπ

2

Mπ+π−
2

(A.21)

The energy of the π− can be removed by noting that MK = E∗
+ + E∗

− + E∗
γ which

then leads to:

cos (θ) = −
(
E∗

+ −MK + E∗
+ + E∗

γ

)

E∗
γ

√
1 − 4Mπ

2

Mπ+π−
2

= −
(
2E∗

+ −MK + E∗
γ

)

E∗
γ

√
1 − 4Mπ

2

Mπ+π−
2

= −
(
2E∗

+ −MK + E∗
γ

)

βE∗
γ

(A.22)

Solving for E∗
+ then yields:

E∗
+ = −βE

∗
γcos (θ) +MK − E∗

γ

2
(A.23)
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Appendix B

Derivation of P 2
π0

The longitudinal momentum of a π0 in a KL → π+π−π0 decay can be found by

first treating KL → π+π−π0 as a two body decay, where the π+π− pair are treated

as a single particle referred to by “ππ”. Then, the covariant product of the kaon

momentum with itself will read:

pK
µpKµ = MK

2 = (Pππ + Pπ0)µ (Pππ + Pπ0)µ

= Mπ+π−
2 +M2

π0 + 2 (Pππ)µ (Pπ0)µ

(B.1)

Now evaluate this in the frame in which the kaon momentum and ππ momentum are

orthogonal and let

~Pπ0 = ~PL
π0 + ~P T

π0

~Pππ = ~PL
ππ︸︷︷︸

=0

+ ~P T
ππ

(B.2)

where ~PL
π0 is parallel to the kaon momentum vector, and ~P T

π0 as well as ~P T
ππ are

orthogonal to the kaon momentum vector.

MK
2 = Mπ+π−

2 +M2
π0 + 2EππEπ0 − 2 ~Pπ0 · ~Pππ

= Mπ+π−
2 +M2

π0 + 2EππEπ0 − 2 ~P T
π0 · ~P T

ππ

(B.3)
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Nothing that ~P T
π0 = − ~P T

ππ leads to

MK
2 = Mπ+π−

2 +M2
π0 + 2EππEπ0 + 2

∣∣∣ ~P T
ππ

∣∣∣
2

(B.4)

now solve for the square of Eπ0

E2
π0 =



MK

2 −Mπ+π−
2 −M2

π0 − 2
∣∣∣ ~P T

ππ

∣∣∣
2

2Eππ




2

=

(
MK

2 −Mπ+π−
2 −M2

π0

)2
+ 4

∣∣∣ ~P T
ππ

∣∣∣
4

− 4
∣∣∣ ~P T

ππ

∣∣∣
2 (
MK

2 −Mπ+π−
2 −M2

π0

)

4

(
Mπ+π−

2 +
∣∣∣ ~P T

ππ

∣∣∣
2
)

(B.5)

however

E2
π0 =

√
M2

π0 +
∣∣∣ ~PL

π0

∣∣∣
2

+
∣∣∣ ~P T

π0

∣∣∣
2

=

√
M2

π0 +
∣∣∣ ~PL

π0

∣∣∣
2

+
∣∣∣ ~P T

ππ

∣∣∣
2

(B.6)

Solving for
∣∣∣ ~PL

π0

∣∣∣
2

then leads to:

∣∣∣ ~PL
π0

∣∣∣
2

=

(
MK

2 −Mπ+π−
2 −M2

π0

)2 − 4
∣∣∣ ~P T

ππ

∣∣∣
2

MK
2 − 4Mπ+π−

2M2
π0

4

(
Mπ+π−

2 +
∣∣∣ ~P T

ππ

∣∣∣
2
) (B.7)



Appendix C

Manipulation of K → π+π−γ
Matrix Element

C.1 Squaring the Matrix Element

In order to be used in the decay rate, the matrix element for the general decay

K → π+π−γ must be squared and summed over all photon polarizations. Begin-

ning with the matrix element as defined in equation 2.8, we separate the momentum

dependent parts of the matrix element into the following:

Υ = (ε · p+) (q · p−) − (ε · p−) (q · p+)

Ω = ελµρσε
λqµpρ

+p
σ
−

(C.1)

Then the total matrix element will have the form:

M =
∑

ε

[AΥ +BΩ]† [AΥ +BΩ]

=
∑

ε

[AΥ]† [AΥ] + [BΩ]† [BΩ] + [AΥ]† [BΩ] + [BΩ]† [AΥ]
(C.2)
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notice that the last two terms are interference terms between the electric and magnetic

amplitudes. Let us expand these first:

∑

ε

Ω†Υ =
∑

ε

ελµρσε
∗λqµpρ

+p
σ
−
[(
εαp

α
+

)
(q · p−) − (εγp

γ
−) (q · p+)

]

=
∑

ε

ε∗λεαελµρσq
µpρ

+p
σ
−p

α
+ (q · p−)

−
∑

ε

ε∗λεγελµρσq
µpρ

+p
σ
−p

γ
− (q · p+)

= −gλ
αελµρσq

µpρ
+p

σ
−p

α
+ (q · p−)

+ gλ
γ ελµρσq

µpρ
+p

σ
−p

γ
− (q · p+)

= −ελµρσq
µpρ

+p
σ
−p

λ
+ (q · p−)

+ ελµρσq
µpρ

+p
σ
−p

λ
− (q · p+)

(C.3)

where the Ward Identity: [44]:

∑

ε

ε∗µενMµMν∗ = −gµνMµMν∗ (C.4)

was used to evaluate the sum. In the same fashion,

∑

ε

Υ†Ω =
∑

ε

[(
εαp

α
+

)
(q · p−) − (εγp

γ
−) (q · p+)

]†
ελµρσε

λqµpρ
+p

σ
−

=
∑

ε

ε∗αε
λελµρσq

µpρ
+p

σ
−p

α
+ (q · p−)

−
∑

ε

ε∗γε
λελµρσq

µpρ
+p

σ
−p

γ
− (q · p+)

= −gλ
αελµρσq

µpρ
+p

σ
−p

α
+ (q · p−)

+ gλ
γ ελµρσq

µpρ
+p

σ
−p

γ
− (q · p+)

= −ελµρσq
µpρ

+p
σ
−p

λ
+ (q · p−)

+ ελµρσq
µpρ

+p
σ
−p

λ
− (q · p+)

(C.5)
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Which finally leads to:

∑

ε

[
Ω†Υ + Υ†Ω

]
= −2ελµρσq

µpρ
+p

σ
−p

λ
+ (q · p−)

+ 2ελµρσq
µpρ

+p
σ
−p

λ
− (q · p+)

(C.6)

However, since the Levi-Civita tensor is anti-symmetric:

ελµρσ = −ερµλσ (C.7)

which then implies:

ελµρσq
µpρ

+p
σ
−p

λ
+ = −ερµλσq

µpρ
+p

σ
−p

λ
+ (C.8)

however, we could have just swapped indices : λ→ ρ and ρ→ λ to yield:

ελµρσq
µpρ

+p
σ
−p

λ
+ = ερµλσq

µpλ
+p

σ
−p

ρ
+ (C.9)

Equations C.8 and C.9, when used together, imply:

ερµλσq
µpλ

+p
σ
−p

ρ
+ = −ερµλσq

µpρ
+p

σ
−p

λ
+ (C.10)

which can only be true if this quantity is in fact zero. The other term has the same

form, so

∑

ε

[
Ω†Υ + Υ†Ω

]
= −2ελµρσq

µpρ
+p

σ
−p

λ
+ (q · p−)

+ 2ελµρσq
µpρ

+p
σ
−p

λ
− (q · p+)

= 0

(C.11)

So the interference term between the magnetic and electric amplitudes is zero, because

the same vector is contracted into the Levi Civita tensor twice. The same vector

appears twice because it is contracted with the metric tensor, which appears when

the photon polarization is summed over. It is necessary to sum over all polarizations

because this quantity is not observed in the data. This leads to the observation that

the electric and magnetic terms do not interfere when the photon’s polarization is not

observed. This is true for all reference frames.
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Now moving on to the pure electric term:

∑

ε

Υ†Υ =
∑

ε

[(
εαp

α
+

)
(q · p−) − (εγp

γ
−) (q · p+)

]†

×
[(
εβp

β
+

)
(q · p−) −

(
εδp

δ
−
)
(q · p+)

]

=
∑

ε

[(
ε∗αp

α
+

)
(q · p−) −

(
ε∗γp

γ
−
)
(q · p+)

]

×
[(
εβp

β
+

)
(q · p−) −

(
εδp

δ
−
)
(q · p+)

]

=
∑

ε

ε∗αεβp
α
+p

β
+ (q · p−)2 +

∑

ε

ε∗γεδp
γ
−p

δ
− (q · p+)2

−
∑

ε

ε∗αεδp
α
+p

δ
− (q · p−) (q · p+)

−
∑

ε

ε∗γεβp
β
+p

γ
− (q · p+) (q · p−)

= −gαβp
α
+p

β
+ (q · p−)2 + −gγδp

γ
−p

δ
− (q · p+)2

+ gαδp
α
+p

δ
− (q · p−) (q · p+)

+ gγβp
β
+p

γ
− (q · p+) (q · p−)

= − (p+ · p+) (q · p−)2 − (p− · p−) (q · p+)2

+ 2 (p+ · p−) (q · p−) (q · p+)

= −Mπ
2
[
(q · p−)2 + (q · p+)2]

+ 2 (p+ · p−) (q · p−) (q · p+)

(C.12)

Finally, moving onto the pure magnetic term:

∑

ε

Ω†Ω =
∑

ε

ελµρσε
∗λqµpρ

+p
σ
−εαβγδε

αqβpγ
+p

δ
−

= −gλαελµρσεαβγδq
µpρ

+p
σ
−q

βpγ
+p

δ
−

= −εαµρσεαβγδq
µpρ

+p
σ
−q

βpγ
+p

δ
−

(C.13)

but since qµ = gµθqθ :

∑

ε

Ω†Ω = −εαθ
ρσεαβγδqθp

ρ
+p

σ
−q

βpγ
+p

δ
− (C.14)
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and εαθ
ρσ = gρηgσκε

αθηκ:

∑

ε

Ω†Ω = −gρηgσκε
αθηκεαβγδqθp

ρ
+p

σ
−q

βpγ
+p

δ
− (C.15)

The Levi-Civita tensors can be removed with the following identity [45]:

εαθηκεαβγδ = −δθηκ
βγδ

= −δθ
βδ

η
γδ

κ
δ + δθ

γδ
η
βδ

κ
δ + δθ

βδ
η
δ δ

κ
γ + δθ

δδ
η
γδ

κ
β − δθ

γδ
η
δ δ

κ
β − δθ

δδ
η
βδ

κ
γ

(C.16)

which together with the fact that, for photons, qθq
θ = 0 → θ 6= β yields:

∑

ε

Ω†Ω = gρηgσκ

[
−δθ

γδ
η
βδ

κ
δ − δθ

δδ
η
γδ

κ
β + δθ

γδ
η
δ δ

κ
β + δθ

δδ
η
βδ

κ
γ

]
qθp

ρ
+p

σ
−q

βpγ
+p

δ
−

=
[
−δθ

γδ
η
βδ

κ
δ − δθ

δδ
η
γδ

κ
β + δθ

γδ
η
δ δ

κ
β + δθ

δδ
η
βδ

κ
γ

]
qθp+ηp−κq

βpγ
+p

δ
−

=
[
−qγp+βp−δq

βpγ
+p

δ
− − qδp+γp−βq

βpγ
+p

δ
−

+qγp+δp−βq
βpγ

+p
δ
− + qδp+βp−γq

βpγ
+p

δ
−
]

= [− (q · p+) (p+ · q) (p− · p−) − (q · p−) (p+ · p+) (p− · q)
+ (q · p+) (p+ · p−) (p− · q) + (q · p−) (p+ · q) (p− · p+)]

=
[
−Mπ

2 (q · p+)2 −Mπ
2 (q · p−)2 + 2 (p+ · p−) (q · p+) (q · p−)

]

(C.17)

Which is identical to the pure electric term! With this completed, the form of the

squared matrix element, after summing over photon polarizations, is now known.

C.2 Evaluation of the Momentum Terms in the

Matrix Element

The matrix element is only useful once the momentum terms have been evaluated,

however since the value of the matrix element yields an invariant amplitude once it

is squared and summed over spins, any reference frame may be used For convenience,

we shall chose to evaluate |M|2 in the ππ rest frame. for which a number of useful

relations are derived in Appendix A.
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First, define:

β =

√
1 − 4Mπ

2

Mπ+π−
2 (C.18)

then, according to equation A.17:

p+ · q =
MKE

∗
γ

2
[1 − βcos (θ)]

p− · q =
MKE

∗
γ

2
[1 + βcos (θ)]

(C.19)

and in any frame, using equation A.1:

(p+ · p−) =
Mπ+π−

2

2
−Mπ

2 (C.20)
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which leads to:

|M|2 =

(
e |fS|
M4

K

)2 [
|EIB (K) + EDE (K)|2 + |MDE (K)|2

]

[
−Mπ

2

(
MKE

∗
γ

2

)2 [
2 + 2β2cos2 (θ)

]

+2

(
Mπ+π−

2

2
−Mπ

2

)(
MKE

∗
γ

2

)2 [
1 − β2cos2 (θ)

]
]

=

(
e |fS|
M4

K

)2 [
|EIB (K) + EDE (K)|2 + |MDE (K)|2

]

2

(
MKE

∗
γ

2

)2 [
−Mπ

2
[
1 + β2cos2 (θ)

]

+

(
Mπ+π−

2

2
−Mπ

2

)[
1 − β2cos2 (θ)

]]

=

(
e |fS|
M4

K

)2 [
|EIB (K) + EDE (K)|2 + |MDE (K)|2

]

2

(
MKE

∗
γ

2

)2 [
−2Mπ

2 +

(
Mπ+π−

2

2

)[
1 − β2cos2 (θ)

]]

=

(
e |fS|
M4

K

)2 [
|EIB (K) + EDE (K)|2 + |MDE (K)|2

]

2

(
MKE

∗
γ

2

)2(
Mπ+π−

2

2

)[
− 4Mπ

2

Mπ+π−
2 +

[
1 − β2cos2 (θ)

]]

=

(
e |fS|
M4

K

)2 [
|EIB (K) + EDE (K)|2 + |MDE (K)|2

]

(
MKE

∗
γ

2

)2

Mπ+π−
2β2 [1 − cos2 (θ)]

=

(
e |fS|
M4

K

)2 [
|EIB (K) + EDE (K)|2 + |MDE (K)|2

]

(
MKE

∗
γ

2

)2

MK
2

(
1 − 2E∗

γ

MK

)
β2 sin2 (θ)

(C.21)

Rearranging, we finally arrive at:
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|M|2 =

(
e2 |fS|2
4M4

K

)(
1 − 2E∗

γ

MK

)
E∗

γ
2β2 sin2 (θ)

[
|EIB (K) + EDE (K)|2 + |MDE (K)|2

]
(C.22)



Appendix D

Expansion of Decay Rate

While equation 2.40 gives the triple differential decay rate in compact form, it can be

informative to expand out the amplitudes.

Let us begin with the KL :

|EIB (KL) + EDE (KL)|2 + |MDE (KL)|2 = |EIB (KL)|2 + |EDE (KL)|2

+ EIB
† (KL)EDE (KL) + EIB (KL)EDE

† (KL)

+ |MDE (KL)|2
(D.1)
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Plugging in the amplitudes:

|EIB (KL) + EDE (KL)|2 + |MDE (KL)|2 =
(

16
MK

4

E∗
γ
4

)
|η+−|2

(1 − β2 cos2(θ))2 + gE1
2 + 256ê2 + 16êgE1

(
ie−iφε − ieiφε

)

+

(
4
MK

2

E∗
γ
2

)
|η+−|

1 − β2 cos2(θ)

×
[(
gE1e

i(δ1+φε−φ+−−δ0) + i16êei(δ1−φ+−−δ0)
)

+
(
gE1e

−i(δ1+φε−φ+−−δ0) − i16êe−i(δ1−φ+−−δ0)
)]

+ g̃M1
2

(
a1/a2

Mρ
2−MK

2
+2E∗

γMK
+ 1

)2

=

(
16
MK

4

E∗
γ
4

)
|η+−|2

(1 − β2 cos2(θ))2 + gE1
2 + 256ê2 + 32êgE1 sinφε

+

(
4
MK

2

E∗
γ
2

)
|η+−|

1 − β2 cos2(θ)

× [2gE1 cos (δ1 + φε − φ+− − δ0) − 32ê sin (δ1 − φ+− − δ0)]

+ g̃M1
2

(
a1/a2

Mρ
2−MK

2
+2E∗

γMK
+ 1

)2

(D.2)

Rearranging the terms into order of importance and dropping pure E1 DE terms

finally gives:

|EIB (KL) + EDE (KL)|2 + |MDE (KL)|2

=

(
16
MK

4

E∗
γ
4

)
|η+−|2

(1 − β2 cos2(θ))2 + g̃M1
2

(
a1/a2

Mρ
2−MK

2
+2E∗

γMK
+ 1

)2

+

(
4
MK

2

E∗
γ
2

)
|η+−|

1 − β2 cos2(θ)

× [2gE1 cos (δ1 + φε − φ+− − δ0) − 32ê sin (δ1 − φ+− − δ0)]

(D.3)
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Moving on to the KS :

|EIB (KS) + EDE (KS)|2 + |MDE (KS)|2

=

(
16
MK

4

E∗
γ
4

)
1

(1 − β2 cos2(θ))2 +
gE1

2

|ε|2

+

(
4
MK

2

E∗
γ
2

)
gE1/ |ε|

1 − β2 cos2(θ)

[
ei(δ1−δ0) + e−i(δ1−δ0)

]

+ ε2g̃M1
2

(
a1/a2

Mρ
2−MK

2
+2E∗

γMK
+ 1

)2

=

(
16
MK

4

E∗
γ
4

)
1

(1 − β2 cos2(θ))2 +
gE1

2

|ε|2

+

(
4
MK

2

E∗
γ
2

)
gE1/ |ε|

1 − β2 cos2(θ)
2 cos (δ1 − δ0)

+ ε2g̃M1
2

(
a1/a2

Mρ
2−MK

2
+2E∗

γMK
+ 1

)2

(D.4)

Dropping pure DE terms results in:

|EIB (KS) + EDE (KS)|2 + |MDE (KS)|2

=

(
16
MK

4

E∗
γ
4

)
1

(1 − β2 cos2(θ))2 +

(
4
MK

2

E∗
γ
2

)
gE1/ |ε|

1 − β2 cos2(θ)
2 cos (δ1 − δ0)

(D.5)

Finally moving onto the KL,S interference term:

[EIB (KL) + EDE (KL)]† [EIB (KS) + EDE (KS)] + [MDE (KL)]† [MDE (KS)]

= [EIB (KL)]† [EIB (KS)] + [EDE (KL)]† [EDE (KS)]

+ [EIB (KL)]† [EDE (KS)] + [EDE (KL)]† [EIB (KS)] + ε |MDE (KL)|2

= η+−
† |EIB (KS)|2 + [EDE (KL)]† [EDE (KS)]

+ [EIB (KL)]† [EDE (KS)] + [EDE (KL)]† [EIB (KS)] + ε |MDE (KL)|2

(D.6)
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Plugging in the amplitudes results in:

η+−
† |EIB (KS)|2 =

(
16
MK

4

E∗
γ
4

)
|η+−| e−iφ+−

(1 − β2 cos2(θ))2 (D.7)

ε |MDE (KL)|2 = |ε| eiφε g̃M1
2

(
a1/a2

Mρ
2−MK

2
+2E∗

γMK
+ 1

)2

(D.8)

[EIB (KL)]† [EDE (KS)] =

(
4
MK

2

E∗
γ
2

)
|η+−| e−i(δ0+φ+−)

1 − β2 cos2(θ)

gE1

ε
ei(δ1+φε) (D.9)

[EDE (KL)]† [EIB (KS)] =

(
4
MK

2

E∗
γ
2

)
gE1e

i(δ0−δ1−φε) − i16êei(δ0−δ1)

1 − β2 cos2(θ)
(D.10)

[EDE (KL)]† [EDE (KS)] =
(
gE1e

−i(δ1+φε) − i16êe−iδ1
) gE1

ε
ei(δ1+φε)

=

(
gE1

2

ε
− i

16êgE1

ε
eiφε

) (D.11)

putting everything together:

[EIB (KL) + EDE (KL)]† [EIB (KS) + EDE (KS)] + [MDE (KL)]† [MDE (KS)]

=

(
16
MK

4

E∗
γ
4

)
|η+−| e−iφ+−

(1 − β2 cos2(θ))2

+

(
4
MK

2

E∗
γ
2

)
gE1e
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+
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≈
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+

(
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MK

2
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γ
2

) gE12 cos (δ0 − δ1 − φε) − i16êei(δ0−δ1) +
|ε′|
|ε| gE1e

−i(δ0−δ1−φε)

1 − β2 cos2(θ)

+

(
gE1

2

ε
− i

16êgE1

ε
eiφε

)
+ |ε| eiφε g̃M1

2

(
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Mρ
2−MK

2
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+ 1

)2

(D.12)



D.1. NUMERICAL ESTIMATES 215

dropping pure DE terms, which are small, results in:

[EIB (KL) + EDE (KL)]† [EIB (KS) + EDE (KS)] + [MDE (KL)]† [MDE (KS)]

≈
(

16
MK

4

E∗
γ
4

)
|η+−| e−iφ+−

(1 − β2 cos2(θ))2

+

(
4
MK

2

E∗
γ
2

) gE12 cos (δ0 − δ1 − φε) − i16êei(δ0−δ1) +
|ε′|
|ε| gE1e

−i(δ0−δ1−φε)

1 − β2 cos2(θ)

(D.13)

Repeating the other results:

|EIB (KS) + EDE (KS)|2 + |MDE (KS)|2

=

(
16
MK

4

E∗
γ
4

)
1

(1 − β2 cos2(θ))2 +

(
4
MK

2

E∗
γ
2

)
gE1/ |ε|

1 − β2 cos2(θ)
2 cos (δ1 − δ0)

(D.14)

and

|EIB (KL) + EDE (KL)|2 + |MDE (KL)|2

=

(
16
MK

4

E∗
γ
4

)
|η+−|2

(1 − β2 cos2(θ))2 + g̃M1
2

(
a1/a2

Mρ
2−MK

2
+2E∗

γMK
+ 1

)2

+

(
4
MK

2

E∗
γ
2

)
|η+−|

1 − β2 cos2(θ)

× [2gE1 cos (δ1 + φε − φ+− − δ0) − 32ê sin (δ1 − φ+− − δ0)]

(D.15)

D.1 Numerical Estimates

By computing the phases of the terms in the above expressions, some information

can be gleaned about the size of the angular terms, and their sign which will indicate

if constructive or destructive interference occurs.

While the strong interaction phase shifts are energy dependent, their averages can

be computed. Usually δ0 is evaluated at the kaon mass, which will result in energy

independent angle of 39◦ . If it is evaluated at Mπ+π−, the average value will be 23◦ .

The average value of δ1 is 2.3◦ . The current PDG [18] value of φ+−is ≈ 43.5◦ which

is consistent with the value of φε .
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Using the above information,and assuming δ0 is energy independent we can com-

pute:

cos (δ1 − δ0) ≈ cos (δ1 + φε − φ+− − δ0) ≈ 0.8 (D.16)

sin (δ1 − φ+− − δ0) ≈ −1.0 (D.17)

cos (δ0 − δ1 − φε) ≈ 1.0 (D.18)

also

δ0 − δ1 ≈ 36.7◦ (D.19)

δ0 − δ1 −
π

2
≈ −53.3◦ (D.20)

δ0 − δ1 − φε ≈ −6.8◦ (D.21)

plugging these all into equations D.13, D.14 and D.15 results in:

[EIB (KL) + EDE (KL)]† [EIB (KS) + EDE (KS)] + [MDE (KL)]† [MDE (KS)]

≈
(

16
MK

4

E∗
γ
4

)
|η+−| e−i(43.5◦)

(1 − β2 cos2(θ))2

+

(
4
MK

2

E∗
γ
2

) 2gE1 + 16êei(−53.3◦) +
|ε′|
|ε| gE1e

−i(−6.8◦)

1 − β2 cos2(θ)

(D.22)

|EIB (KS) + EDE (KS)|2 + |MDE (KS)|2

=

(
16
MK

4

E∗
γ
4

)
1

(1 − β2 cos2(θ))2 +

(
4
MK

2

E∗
γ
2

)
1.6gE1/ |ε|

1 − β2 cos2(θ)

(D.23)
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and

|EIB (KL) + EDE (KL)|2 + |MDE (KL)|2

=

(
16
MK

4

E∗
γ
4

)
|η+−|2

(1 − β2 cos2(θ))2 + g̃M1
2

(
a1/a2

Mρ
2−MK

2
+2E∗

γMK
+ 1

)2

+

(
4
MK

2

E∗
γ
2

)
|η+−|

1 − β2 cos2(θ)

× [1.6gE1 + 32ê]

(D.24)

Equation D.22 indicates that the presence of the direct CP violating E1 term will

not shift the phase of the interference term in the decay distribution, while the pres-

ence of the indirect CP violating E1 term will. Additionally, the indirect and direct

CP violating processes both interfere constructively with the inner bremsstrahlung

process, as shown in equations D.23 and D.24 .
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Appendix E

The “average” decay rate for

KL,S → π+π−γ

While equation 2.40 serves as excellent prediction function with which to compare to

data, in the past [8, 23] only the decay rate as a function of proper time was used.

This can be thought of as the decay rate as given in equation 2.40 averaged over E∗
γ

and cos (θ) . Doing so results in the measurement of a set of parameters different

than that of Section 2.5. In order to compare the results of the present study to past

studies, we derive the average decay rate. For this derivation, I follow the procedure

of [16]. We begin by integrating Equation 2.40 with respect E∗
γ and cos (θ) . Doing

so yields:

Γ = |A|2

ΓKL

e
−

0
@

1

τL

1
A
MK∆z

pK

+ |ρ (pK)|2 ΓKS
e
−

0
@

1

τS

1
A
MK∆z

pK

+2Re


ρ (pK) γLSe

i∆MK
MK∆z

pK


 e

−

0
@

1

τS
+

1

τL

1
A

1

2

MK∆z

pK




(E.1)

where ΓKS → π+π−γ and ΓKL → π+π−γ are the partial widths of this decay for the

KS and KL respectively and
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γLS =

∫∫
dE∗

γ dcos (θ)

[
e2 |fs|2
MK

2

(
βE∗

γ

8πMK

)3(
1 − 2E∗

γ

MK

)
sin2 θ

×
(
[EIB (KL) + EDE (KL)]† [EIB (KS) + EDE (KS)]

+MDE
† (KL)MDE (KS)

)]
(E.2)

is the interference term. However, we can manipulate this equation by breaking up

the partial width of the KL in this fashion:

ΓKL → π+π−γ = ΓE1

KL → π+π−γ
+ ΓM1

KL → π+π−γ
(E.3)

where

ΓE1 is the part of the partial width due to inner bremsstrahlung and E1 direct

emission.

ΓM1 is the part of the partial width due to M1 direct emission only.

Now make the following definition:

r =
ΓM1

KL → π+π−γ

ΓE1

KL → π+π−γ

(E.4)

in order to yield:

ΓKL → π+π−γ = ΓE1

KL → π+π−γ
+ rΓE1

KL → π+π−γ

= (1 + r) ΓE1

KL → π+π−γ

(E.5)

Now we can make the following definition:

η̃+−γ =
EIB (KL) + EDE (KL)

EIB (KS) + EDE (KS)
(E.6)
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however EDE is very small compared to EIB , so making use of a power series expan-

sion:

1

EIB (KS) + EDE (KS)
=

1

EIB (KS)




1

1 +
EDE (KS)

EIB (KS)




≈ 1

EIB (KS)

[
1 − EDE (KS)

EIB (KS)
+

(
EDE (KS)

EIB (KS)

)2

+ . . .

]
(E.7)

which then leads to:

η̃+−γ ≈ EIB (KL) + EDE (KL)

EIB (KS)

[
1 − EDE (KS)

EIB (KS)
+

(
EDE (KS)

EIB (KS)

)2

+ . . .

]

≈
[
EIB (KL)

EIB (KS)
+
EDE (KL)

EIB (KS)

][
1 − EDE (KS)

EIB (KS)
+

(
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+ . . .

]

≈ EIB (KL)

EIB (KS)
+
EDE (KL)

EIB (KS)
− EIB (KL)

EIB (KS)

EDE (KS)

EIB (KS)

(E.8)

Then using the definition of the CP violating parameter for KL → π+π− decays:

η+− =
A (KL → π+π−))

A (KS → π+π−))
=
EIB (KL → π+π−γ)

EIB (KS → π+π−γ)
= ε + ε′ (E.9)

and using the amplitudes for KL,S → π+π−γ as written in section 2.4.1 we then yield:

η̃+−γ ≈ η+− +
EDE (KL)

EIB (KS)
− η+−

EDE (KS)

EIB (KS)
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2E∗
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)2 (
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)

(E.10)



222 APPENDIX E. THE “AVERAGE” DECAY RATE FOR KL,S → π+π−γ

Neglecting the term ∝ gE1
1 we can define:

ε̃′+−γ = êei(δ1−δ0+π
2 )
(

2E∗
γ

MK

)2 (
1 − β2 cos2(θ)

)
(E.11)

which then leads to:

η̃+−γ = η+− + ε̃′+−γ (E.12)

Finally, we can express ΓE1

KL → π+π−γ
as:
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(E.13)

where the following definition was used:

ε′+−γ =
1

ΓKS → π+π−γ
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(E.14)

1Ref [10] constrains gE1 < 0.04 which leads to an upper limit
∣∣∣ i
16

ε′

ε
gE1

∣∣∣ / |ε′| This is likely far

beyond the sensitivity of this analysis.
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A similar procedure can also be done with γLS:

γLS =
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γ dcos (θ)
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All results in this section can now be reviewed:

ΓKL
= (1 + r) ΓE1

KL → π+π−γ
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(E.16)

and when plugged into equation E.1 yield:
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(E.17)
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Factoring out the common factor of ΓKS
, employing the identity and making the

definition η+−γ = η + ε′+−γ we finally arrive at:

Γ = |A|2 ΓKS
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(E.18)

which is the final result for the average decay rate of KL,S → π+π−γ. Note that this

decay rate has the same form as that for KL,S → π+π− , except for the extra factor of

(1 + r) and presence of the CP violating parameter η+−γ , which is the equivalent of

η+− for this decay. It should be noted that in the absence of the direct CP violating

part of the E1 DE process, η+−γ should be identical to η+−. Equation E.14 shows

this, in that if ê = 0 then ε′+−γ = 0 and η+−γ = η+−. So by fitting the average decay

rate, it is also possible to search for direct CP violation in the DE process.

However, as is pointed out in [16], ε′+−γ is heavily suppressed due to kinematics.
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Average Kaon wavefunctions

As mentioned in Section 6.3.1, it is often necessary to calculate the probability

D(~xi; ~α) averaged over a number of different possible values of the kaon wavefunctions

in order to account for various possible ways a kaon can be produced and propagated.

Recalling the form of Equation 6.25 suppose that we wish to calculate the value of

D(~xi; ~α) averaged over a number of different kaon wavefunctions. We would then
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calculate:
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(F.1)

So it is possible to calculate D(~xi; ~α) using the average moduli of the wavefunctions,

instead of calculating the average of all possible probability values.
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Simulation of KL,S → π+π−γγ

One important physical process which must be taken into account is the presence of

further radiative corrections, where one of the charged pions emits a second photon.

This process can also be thought of as KL,S → π+π−γγ. The emission of the second

photon will modify the kinematics in such a way that accurate reconstruction of a

KL,S → π+π−γ decay is no longer possible, with the severity of the error scaling

with the energy of the second photon. While the second photon will be emitted

via bremsstrahlung, and will have a correspondingly low energy on average, it is

still possible that the second photon will create a CsI cluster above threshold and

be reconstructed. If both photons are reconstructed and satisfy all cuts, then the

event will be rejected as we cut on ambiguous photon cluster solutions. Radiative

corrections can then affect the acceptance three ways:

• Modification of event kinematics—can either increase or decrease acceptance

depending on location of event in phase space

• Addition of a second photon cluster which can be used to reconstruct π+π−γ

when primary photon cluster is rejected or non-existent—increases acceptance

• Addition of a second photon cluster which can be used to reconstruct π+π−γ

and satisfy all analysis cuts, when the primary photon cluster already does

so—decreases acceptance

As this process modifies the acceptance of events, it can also affect the maximum like-

lihood fit through the normalization factor. It thus becomes imperative to accurately
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model this effect in the KTeV Monte Carlo.

The presence of radiative corrections to KL → π+π−γ first became clear in the

analysis of the 1997 vacuum beam data[40] where the large statistics of that sample

revealed a larger than expected tail in the π+π−γ invariant mass plot at masses

less than the kaon mass. In this analysis, the presence is again clear. To model

these second order radiative corrections, we use version 2.0 of the PHOTOS software

package [31] which has been integrated into the KTeV Monte Carlo.

While the use of PHOTOS results in much better data/MC agreement in the

π+π−γ mass plot, compared to the case of no radiative corrections, the agreement

is not perfect. Notably, it over predicts the amount of KL,S → π+π−γγ events in

the regenerator beam sample, resulting in a low-mass tail that is higher than data.

We must then tune PHOTOS so that the Monte Carlo matches the data. PHOTOS

is setup in such a way that it does not always produce a second photon when run.

The probability for this secondary photon emission is assumed to be the source of

the discrepancy with data, and must be modified somehow. We do this by defin-

ing an additional weighting factor wππγγ which is used to increase or decrease the

frequency with which a second photon is generated. If wππγγ < 1 we desire fewer

KL,S → π+π−γγ events to be generated, and this is accomplished by accepting only

a fraction of events in which PHOTOS generates a photon. This accepted fraction is

set to be equal to wππγγ . If a particular event is rejected, PHOTOS is rerun once

again and may or may not generate a photon on the second try. In this case, when

PHOTOS does not generate a photon, the event is automatically accepted. On the

other hand, if wππγγ > 1 a greater proportion of KL,S → π+π−γγ events should be

generated. This is done by rejecting a fraction of events in which PHOTOS does

not produce a photon, in which case PHOTOS is run again, and may or may not

produce a photon. Here the fraction is set equal to 1
wππγγ

. If PHOTOS does generate

a photon, the event is accepted. Note that wππγγ = 1 corresponds to the PHOTOS

default, where it is run once per event, and the result is always accepted.

Inspection of a large number of histograms of various distributions that are gen-

erated by the Monte Carlo reveals only subtle differences between the case with

radiative corrections turned on and the case of them turned off. Only the plot of

π+π−γ invariant mass shows a clear signature of radiative corrections, as shown in

FigureG.1. Attempted full reconstruction of KL,S → π+π−γγ also largely failed as a
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tool to see the radiative corrections, as only a few dozens of events pass all utilized

analysis cuts. We then use the π+π−γ mass plot to set the value of wππγγ .
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Figure G.1: A plot illustrating the shape and relative sizes of “pure” KL,S → π+π−γ
events and “pure” KL,S → π+π−γγ events. The sum is shown as the black histogram.

We first begin by measuring the relative contributions of KL,S → π+π−γ and

KL,S → π+π−γγ to the data after all analysis cuts except for the π+π−γ mass cut.

Two Monte Carlo samples are generated. The first sample is pure KL,S → π+π−γ in

which PHOTOS is turned off in this sample. The second is “pure” KL,S → π+π−γγ

in which PHOTOS is turned on and the weight is set wππγγ = 1 × 1010 ensuring

that every event contains a second photon. All selection criteria are applied to both

samples. The result is three different plots of the π+π−γ invariant mass—one of data,

another of pure KL,S → π+π−γ events and the last a plot of “pure” KL,S → π+π−γγ

events. It is then possible to independently scale the normalization of the two Monte

Carlo distributions until the sum of the two Monte Carlo plots best match the data.

This is done using a χ2 minimization. One additional complication which must be

taken into account is that of backgrounds which contribute to the wings of the π+π−γ

mass distribution and may affect the fit parameters that describe the relative size of

the KL,S → π+π−γγ sample to KL,S → π+π−γ . In order to take background into

account, we include a prediction of the shape of the background into the fit. A number

of fits are done using different background shapes. These shapes are:



230 APPENDIX G. SIMULATION OF KL,S → π+π−γγ

• A constant background A , in which the normalization A is floated

• An exponential background Beβ(m0−m), in which the normalization B, decay

constant β and the mass offset m0 are floated.

• A constant background A plus an exponential function Beβ(m0−m), in which the

normalizations A and B, decay constant β and the mass offset m0 are floated.

• A linear background function A+ Cm plus an exponential function Beβ(m0−m)

in which the normalizations A and B, the slope C, decay constant β and the

mass offset m0 are floated.

• No background

A fit is run using each different background prediction, and the weighted average

of the all results is computed. The errors on the parameters are taken to be the

statistical errors from the χ2 minimization, and are supplied by the program used in

the fit—Minuit. This is done for both the vacuum and regenerator beams.

The end result of these fits are two scaling factors which fix the normalization

between the KL,S → π+π−γ and KL,S → π+π−γγ Monte Carlo samples. Applying

these factors to each sample, we can then obtain the fraction f of events out of the

total for which a second photon was emitted after all cuts have been made except the

π+π−γ mass cut.

f =
Nπ+π−γγ

Nπ+π−γ +Nπ+π−γγ
(G.1)

For the 1999 regenerator sample, f = 0.023± 0.002, while for the 1999 vacuum beam

sample, f = 0.0279 ± .0025 when a (constant+exponential) background is assumed.

The fraction must then be corrected to reflect the fraction of events out of the total

for which a second photon was emitted at the generation level, before any cuts. This

can be done by dividing by the total acceptance factor for each sample:

fGEN =

N
π+π−γγ

A
π+π−γγ

N
π+π−γ

A
π+π−γ

+
N
π+π−γγ
A
π+π−γ

(G.2)
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where A is the acceptance for a particular Monte Carlo sample after all cuts except

for the π+π−γ mass cut. For the 1999 regenerator sample, the acceptance1 is ap-

proximately 0.02535 when PHOTOS is set to always generate a photon, while the

acceptance is 0.02507 for “pure” KL,S → π+π−γ events without radiative corrections.

For the 1999 vacuum sample, the numbers are 0.01901 and 0.02009 with and with-

out the radiative correction from PHOTOS. This pattern holds across both years

— the use of PHOTOS increases the acceptance for regenerator beam events, while

also decreasing the acceptance for vacuum beam events. For the 1999 regenerator

beam sample, fFIT
GEN = 0.0228 ± 0.0019 while for the 1999 vacuum beam sample,

fFIT
GEN = 0.0294 ± 0.0026 when a (constant+exponential) background is assumed.

Correcting for acceptance will yield the fractions that the Monte Carlo should

produce in order to best match the data. It can then be compared to the number

that the Monte Carlo actually does produce when wππγγ = 1. The new value of the

weight will then be given by the fraction of KL,S → π+π−γγ events that the Monte

Carlo needs to produce in order to match data, divided by the fraction that the Monte

Carlo produces by default.

wππγγ =
fFIT

GEN

fDEFAULT
GEN

(G.3)

By default, PHOTOS generates a second photon for 4.56% of vacuum beam events,

while it generates a second photon for 5.38% of the regenerator beam events. Com-

paring this with the results from the fit and acceptance correction, we find that the

correction weight for PHOTOS is:

wππγγ = 0.515 ± 0.034 (REG)

wππγγ = 0.870 ± 0.056 (V AC)

wππγγ = 0.638 ± 0.051 (ALL)

(G.4)

which have been averaged over all possible background fits, and the error is dominated

by the statistical errors of the fits.

The total average of 0.638± 0.051 is chosen as the new weighting factor for PHO-

TOS. It is this weight which is used in all Monte Carlo generated samples used in

1in this case, this acceptance is taken to be for decays for which 10GeV/c < pK < 200GeV/c,
105.5m < Zvertex < 159.9m and E∗

γ > 4.0MeV . As the analysis cut windows are tighter than this,
these variables will contribute to the total loss
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this analysis.

Note that the correction factors are different between the regenerator and vacuum

beams. In order to ensure that the result is not sensitive to this discrepancy, we

shall vary the PHOTOS weighting factor between the vacuum and regenerator beam

results and not just within one standard deviation of the average result when we

estimate the systematic error due to uncertainty in the PHOTOS correction factor.



Appendix H

Technical Description of KTeV

KL,S → π+π−γ Trigger

H.1 Level 1 and Level 2 Triggers

This analysis used data from KTeV Level 1 Trigger 1, also known as the η+−trigger,

as KL,S → π+π− was also collected using this trigger. This trigger was defined during

the 1997 run as:

TRIG1[eta+-] = SPILL * 2V * VEWUD * DC12 * VETO_CHRG //

*2HCY_LOOSE * YTF_UDO_M :PS 1/1

where the last two terms are in fact part of the Level 2 trigger, and

-------------------------------------------------------------------------

GROUP 4

V0_GE1S = SRC0 % >= 1 V0 hit

V0_GE2S = SRC1 % >= 2 V0 hits

V0_GE3S = SRC2 % >= 3 V0 hits

V0_SPARE = SRC3 % spare

V1_GE1S = SRC4

V1_GE2S = SRC5

V1_GE3S = SRC6

V1_SPARE = SRC7 % spare

233
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# define multiplicity sources used in trigger

V0_GE1 = V0_GE1S + V0_GE2S + V0_GE3S

V0_GE2 = V0_GE2S + V0_GE3S

V0_GE3 = V0_GE3S

V1_GE1 = V1_GE1S + V1_GE2S + V1_GE3S

V1_GE2 = V1_GE2S + V1_GE3S

V1_GE3 = V1_GE3S

# The nominal 2-hit trigger requires 2 hits in one view

# and 1 hit in the other. This is to be less sensitive to cracks.

2V = (V0_GE2 * V1_GE1) + (V0_GE1 * V1_GE2)

----------------------------------------------------------------------

GROUP 5

V0_East = SRC0

V0_West = SRC1

V0_Up = SRC2

V0_Down = SRC3

V1_East = SRC4

V1_West = SRC5

V1_Up = SRC6

V1_Down = SRC7

VEW = (V0_East | V1_East) & (V0_West | V1_West)

VUD = (V0_Up | V1_Up) & (V0_Down | V1_Down)

VEWUD = VEW * VUD

END GROUP

--------------------------------------------------------------------

-GROUP 8
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1DC1XS = SRC0 # D.C. CH1X-OR (1-hit)

2DC1XS = SRC1 # D.C. CH1X-OR (2-hit)

1DC1YS = SRC2 # D.C. CH1Y-OR (1-hit)

2DC1YS = SRC3 # D.C. CH1Y-OR (2-hit)

1DC2XS = SRC4 # D.C. CH2X-OR (1-hit)

2DC2XS = SRC5 # D.C. CH2X-OR (2-hit)

1DC2YS = SRC6 # D.C. CH2Y-OR (1-hit)

2DC2YS = SRC7 # D.C. CH2Y-OR (2-hit)

# symbols

1DC1X = 1DC1XS + 2DC1XS % require 1 or 2 padles.

1DC1Y = 1DC1YS + 2DC1YS

1DC2X = 1DC2XS + 2DC2XS

1DC2Y = 1DC2YS + 2DC2YS

DC1 = 1DC1X * 1DC1Y # drift chamber 1 OR

DC2 = 1DC2X * 1DC2Y # drift chamber 2 OR

DC1_LOOSE = 1DC1X + 1DC1Y # drift chamber 1 OR

DC2_LOOSE = 1DC2X + 1DC2Y # drift chamber 2 OR

% require 3 of 4 views for nominal DC-OR.

DC12 = (DC1*DC2_LOOSE) + (DC1_LOOSE*DC2)

----------------------------------------------------------------

# define useful symbols for trigger logic

VETO_CHRG = !SA2 * !SA3 * !SA4 * !CIA * !REG * !MU2

SA2 = SRC5 # Spectro-Anti 2 [near DC 2]

SA3 = SRC6 # Spectro-Anti 3

SA4 = SRC7
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CIA = SRC0 # CsI-Anti

REG = SRC6

1MU2 = SRC4 # 1 or more hits

2MU2 = SRC5 # 2 or more hits

# symbols

MU2 = 1MU2 | 2MU2

----------------------------------------------------------------

GROUP 2 # hit counting in Y-views

HC1Y_1bit = SRC0 # bits indicate # hits in CH1Y view

HC1Y_2bit = SRC1 # "

HC1Y_4bit = SRC2 # "

HC1Y_done = SRC3 :DONE 5

HC2Y_1bit = SRC4

HC2Y_2bit = SRC5

HC2Y_4bit = SRC6

HC2Y_done = SRC7 :DONE 6

HC3Y_1bit = SRC8

HC3Y_2bit = SRC9

HC3Y_4bit = SRC10

HC3Y_done = SRC11 :DONE 7

HC4Y_1bit = SRC12

HC4Y_2bit = SRC13

HC4Y_4bit = SRC14

HC4Y_done = SRC15 :DONE 8

# Hit counting symbols -- "n"HC1Y indicates "n" or more hits in CH1Y

1HC1Y = (HC1Y_1bit | HC1Y_2bit | HC1Y_4bit) | !HC1Y_DONE # 1 or more hits

2HC1Y = (HC1Y_2bit | HC1Y_4bit) | !HC1Y_DONE # 2 or more

# idem for CH2Y

1HC2Y = (HC2Y_1bit | HC2Y_2bit | HC2Y_4bit) | !HC2Y_DONE # 1 or more hits
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2HC2Y = (HC2Y_2bit | HC2Y_4bit) | !HC2Y_DONE # 2 or more hits

# idem for CH3Y

1HC3Y = (HC3Y_1bit | HC3Y_2bit | HC3Y_4bit) | !HC3Y_DONE # 1 or more hits

2HC3Y = (HC3Y_2bit | HC3Y_4bit) | !HC3Y_DONE # 2 or more hits

# idem for CH4Y

1HC4Y = (HC4Y_1bit | HC4Y_2bit | HC4Y_4bit) | !HC4Y_DONE # 1 or more hits

2HC4Y = (HC4Y_2bit | HC4Y_4bit) | !HC4Y_DONE # 2 or more hits

# Define Strict 2 hit count requirement to have 2 or more

# hits in EVERY Y-view.

2HCY = 2HC1Y * 2HC2Y * 2HC3Y * 2HC4Y

# Define Loose 2 hit requirement (2HCY_loose) that allows a missing

# hit in any of the four Y-views.

2HC1Y_LOOSE = 1HC1Y * 2HC2Y * 2HC3Y * 2HC4Y # missing hit in CH1Y

2HC2Y_LOOSE = 2HC1Y * 1HC2Y * 2HC3Y * 2HC4Y # missing hit in CH2Y

2HC3Y_LOOSE = 2HC1Y * 2HC2Y * 1HC3Y * 2HC4Y # missing hit in CH3Y

2HC4Y_LOOSE = 2HC1Y * 2HC2Y * 2HC3Y * 1HC4Y # missing hit in CH4Y

2HCY_LOOSE = 2HC1Y_LOOSE + 2HC2Y_LOOSE + 2HC3Y_LOOSE + 2HC4Y_LOOSE

---------------------------------------------------------------------------------

# Y track finder: Source assignments

YTFU_lsb = SRC3

YTFU_msb = SRC4

YTFD_lsb = SRC5

YTFD_msb = SRC6

YTFDONE = SRC7 :DONE 10

# Intermediate-level YTF symbols

YTFU_M = YTFU_msb + YTFU_lsb # Marginal or good track in upper half
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YTFU_G = YTFU_msb # Good track in upper half

YTFU_GC = (YTFU_msb * YTFU_lsb) # Good central track in upper half

YTFD_M = YTFD_msb + YTFD_lsb # Marginal or good track in lower half

YTFD_G = YTFD_msb # Good track in lower half

YTFD_GC = (YTFD_msb * YTFD_lsb) # Good central track in lower half

YTF_C = YTFU_GC + YTFD_GC # Good central track in either half

# Top-level YTF definitions

YTF_1M = YTFU_M + YTFD_M + !YTFDONE # One marginal or good track anywhere

YTF_1 = YTFU_G + YTFD_G + !YTFDONE # One good track anywhere

YTF_UDO_M = (YTFU_G * YTFD_M) + (YTFD_G * YTFU_M) + YTF_C + !YTFDONE

# Up-Down, full overlap, one track can be marginal

During the 1999 run, Trigger 1 was defined as in the same fashion

H.2 Level 3 Trigger

As for the Level 3 trigger, this analysis used data from the B01 trigger. For this

trigger, the requirements for the 1997 data, starting from run 9070, where:

&BEAMNML

L3USEHCLUS = T

L3USEREG = T

ipack_neut = 8779

nslice_neut = 4

clusthr_neut = 1.0

blkthr_neut = 1.0

nsml_neut = 2

nbig_neut = 1

ipack_chrg = 845

nslice_chrg = 4

clusthr_chrg = 0.0

blkthr_chrg = 0.0

nsml_chrg = 2
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nbig_chrg = 1

L3TRACK = T

L3CLUS = T

REGPOS_LEFT = 1

&END

&T3NML

LT3_4trk = F

T3HBOOK = T

MAXUXANG = 999.9

MAXDXANG = 999.9

LT3SHRBUG = T

&END

&B01NML

m12win_2pi = 99.9, 99.0

m12win_ke3 = 99.9, 99.0

m12win_pm0 = 99.9, 99.0

m12win_pmg = 0.200, 99.0

Emin_pmgclus = 1.0

Mpmg_win = 0.450,99.0

PS_PMG = 1,1

pp0kin_win = -0.03, -0.002

eopwin_pion = 0.00, 0.90

Emin_pm0clus = 99.0

PIGAM_sep = 99.0

m12win_ppi = 0.0, 0.0

zwin_ppi = 0.0, 0.0

eopwin_elec = 99.9, 99.9

MAXNXYV = 400

L3PCOR = T

PS_ACCKE3 = 0,0

TRG2PS_ACCKE3= 1,1

xwin_regke3 = 0.0, 1.0

MATCH_regke3 = 1
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MATCH_accke3 = 1

&END

For the 1999 data, the requirements up run to 13704 where:

&BEAMNML

L3USEHCLUS = T

L3USEREG = T

ipack_neut = 8267

nslice_neut = 6

clusthr_neut = 1.0

blkthr_neut = 1.0

nsml_neut = 2

nbig_neut = 1

ipack_chrg = 845

nslice_chrg = 6

clusthr_chrg = 0.0

blkthr_chrg = 0.0

nsml_chrg = 2

nbig_chrg = 1

L3TRACK = T

L3CLUS = T

REGPOS_LEFT = 1

xwin_y2pi = -0.060, +0.060

ywin_y2pi = -0.060, +0.060

zwin_y2pi = 100.0, 158.0

EKwin_y2pi = 40.0, 160.0

pt2max_y2pi = 0.0003

CAdist_y2pi = 0.002

CIAdist_y2pi = 0.03

P0chisq_y2pi = 6.0

eclus_y2pi = 2.0, 999.0
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MAXREGADC = 100.0

REGSRC_LIST = 65

MAXRCADC = 30.0, 60.0, 100.0

TRC_OFF = 5*64.0

MAXSHAPECHI2 = 50.0

&END

&HBKNML

NBIN_MK = 100

HLIM_MK = 0.450, 0.550

NBIN_M2PI = 70

HLIM_M2PI = 0.200, 0.900

NBIN_P0CHI2 = 200

HLIM_P0CHI2 = 0.0, 1000.0

NBIN_ZV = 140

HLIM_ZV = 60.0, 200.0

NBIN_XHOLE = 200

NBIN_XHOLE_2D = 120

HLIM_XHOLE = -0.30, 0.30

NBIN_YHOLE = 100

NBIN_YHOLE_2D = 120

HLIM_YHOLE = -0.15, 0.15

NBIN_LAMPPI = 200

HLIM_LAMPPI = 1.050, 1.250

NBIN_EOP = 240

HLIM_EOP = 0.0, 1.2

NBIN_EK = 80

HLIM_EK = 0.0, 400.0

NBIN_PT2 = 100

HLIM_PT2 = 0.0, 0.001

&END
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&T3NML

LT3_4trk = F

T3HBOOK = T

T3HFILLPS = 10

MAXUXANG = 999.9

MAXDXANG = 999.9

&END

&B01NML

m12win_2pi = 0.450, 99.0

m12win_ke3 = 0.200, 99.0

m12win_pm0 = 0.200, 0.400

m12win_pmg = 0.200, 99.0

Emin_pmgclus = 1.0

Dmin_pmgclus = 0.20

Mpmg_win = 0.450,99.0

B01PS_PMG = 1,1

pp0kin_win = -0.03, -0.002

Emin_pm0clus = 1.0

Dmin_pm0clus = 0.19

m12win_ppi = 0.0, 0.0

zwin_ppi = 0.0, 158.0

eopwin_elec = 0.75, 10.0

eopwin_pion = 0.00, 0.90

MAXNXYV = 400

L3PCOR = T

B01PS_ACCKE3 = 0,0
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B02PS_ACCKE3 = 1,1

B01PS_REGPM0 = 1,1

B01PS_REGKE3 = 1,1

MATCH_regke3 = 1

MATCH_accke3 = 1

B01PS_PTKICK = 1,2

pt2max_ptkick = 0.002

m12win_ptkick = 0.460, 0.540

XYVCHI_MAX = 20.0

m12mon_2pi = 0.493, 0.503

eopmon_pion = 0.0, 0.80

eopmon_elec = 0.95, 1.05

&END

while from run 13705 to run 14530, the tracking parameters where changed:

&BEAMNML

L3USEHCLUS = T

L3USEREG = T

ipack_neut = 8267

nslice_neut = 6

clusthr_neut = 1.0

blkthr_neut = 1.0

nsml_neut = 2

nbig_neut = 1

ipack_chrg = 845

nslice_chrg = 6

clusthr_chrg = 0.0

blkthr_chrg = 0.0

nsml_chrg = 2
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nbig_chrg = 1

L3TRACK = T

L3CLUS = T

REGPOS_LEFT = 1

xwin_y2pi = -0.060, +0.060

ywin_y2pi = -0.060, +0.060

zwin_y2pi = 100.0, 158.0

EKwin_y2pi = 40.0, 160.0

pt2max_y2pi = 0.0003

CAdist_y2pi = 0.002

CIAdist_y2pi = 0.03

P0chisq_y2pi = 6.0

eclus_y2pi = 2.0, 999.0

MAXREGADC = 100.0

REGSRC_LIST = 65

MAXRCADC = 30.0, 60.0, 100.0

TRC_OFF = 5*64.0

MAXSHAPECHI2 = 50.0

&END

&HBKNML

NBIN_MK = 100

HLIM_MK = 0.450, 0.550

NBIN_M2PI = 70

HLIM_M2PI = 0.200, 0.900

NBIN_P0CHI2 = 200

HLIM_P0CHI2 = 0.0, 1000.0

NBIN_ZV = 140

HLIM_ZV = 60.0, 200.0

NBIN_XHOLE = 200

NBIN_XHOLE_2D = 120

HLIM_XHOLE = -0.30, 0.30
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NBIN_YHOLE = 100

NBIN_YHOLE_2D = 120

HLIM_YHOLE = -0.15, 0.15

NBIN_LAMPPI = 200

HLIM_LAMPPI = 1.050, 1.250

NBIN_EOP = 240

HLIM_EOP = 0.0, 1.2

NBIN_EK = 80

HLIM_EK = 0.0, 400.0

NBIN_PT2 = 100

HLIM_PT2 = 0.0, 0.001

&END

&T3NML

LT3_4trk = F

T3HBOOK = T

T3HFILLPS = 10

MAXUXANG = 999.9

MAXDXANG = 999.9

MAXPRPP = 64

MINV_YTR = 10

&END

&B01NML

m12win_2pi = 0.450, 99.0

m12win_ke3 = 0.200, 99.0

m12win_pm0 = 0.200, 0.400

m12win_pmg = 0.200, 99.0

Emin_pmgclus = 1.0

Dmin_pmgclus = 0.20
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Mpmg_win = 0.450,99.0

B01PS_PMG = 1,1

pp0kin_win = -0.03, -0.002

Emin_pm0clus = 1.0

Dmin_pm0clus = 0.19

m12win_ppi = 0.0, 0.0

zwin_ppi = 0.0, 158.0

eopwin_elec = 0.75, 10.0

eopwin_pion = 0.00, 0.90

MAXNXYV = 400

L3PCOR = T

B01PS_ACCKE3 = 0,0

B02PS_ACCKE3 = 1,1

B01PS_REGPM0 = 1,1

B01PS_REGKE3 = 1,1

MATCH_regke3 = 1

MATCH_accke3 = 1

B01PS_PTKICK = 1,2

pt2max_ptkick = 0.002

m12win_ptkick = 0.460, 0.540

XYVCHI_MAX = 20.0

m12mon_2pi = 0.493, 0.503

eopmon_pion = 0.0, 0.80

eopmon_elec = 0.95, 1.05

&END
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Additional information on Crunch

and Analysis programs

I.1 Information Regarding Crunch

I.1.1 1997 Crunch

The input namelist for the program PMGCRUNCH, the program used to crunch the

1997 PMG data, included:

&INPUTS

MINRUN = 9070

MAXRUN = 10400

&END

&CONTRL

MAXEVT = 0

IDEBUG = -1

&END

The input namelist for the program FILT832_PMG, the program used to rerun the L3

filter on the 1997 PMG data, included:

&INPUTS

MINRUN = 9070

247
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MAXRUN = 10400

FILT_NMLFILE=’/home/ronquest/newktev/crunch/L3filter_97/filt832_pass1.nml’

&END

&CONTRL

MAXEVT = 0

IDEBUG = 0

CDSOURCE = 1,0,2

CDDATE = 970714

&END

for pass 1, while pass 2 used:

&INPUTS

MINRUN = 9070

MAXRUN = 10400

FILT_NMLFILE=’/home/ronquest/newktev/crunch/L3filter_97/filt832_pass2.nml’

&END

&CONTRL

MAXEVT = 0

IDEBUG = 0

CDSOURCE = 1,0,2

CDDATE = 970714

&END

where filt832_pass1.nml refers to the namelist as shown in Section H.2, filt832_pass2.nml

is identical, except for TRG2PS_ACCKE3, which is changed from “1,1” to “0,0” This

applies the L3 P 2
π0 cut to all events.

The input namelist for the program KCHRG_PMGCRUNCH, the program used to fur-

ther crunch the 1997 PMG data into PDST format, included:

&INPUTS

MINRUN = 9070

MAXRUN = 10400

&END

&CONTRL
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MAXEVT = 0

IDEBUG = -1

PDSTDEF = ’/home/ronquest/newktev/crunch/pdst_out/kchrg_pdst1_1997.def’

MSKDAT = 546

MSKSQZ = 65

CDDATE = 060605

&END

&KTCUTS

PSMSG_E832ANA = 10000

LBKVETO = F

LWANT_PMG = T

IOPTL1VER = 1

USEMSK_BADSPILL = -1

cutwin_npmgcomb = 0.5, 99.5

cutwin_trkgam_min = 0.20, 9.9

cutwin_fusechi2 = 0.0, 100.0

cutwin_not_m2pi = 0.492, 99.9

DO_FID832 = T

DO_VTO832 = F

&END

I.1.2 1999 Crunch

The input namelist for the program PMGCRUNCH_99, the program used to crunch the

1999 PMG data, included:

&INPUTS

MINRUN = 13000

MAXRUN = 13704

&END

&CONTRL

MAXEVT = 0

IDEBUG = -1

&END
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for the first part of the data and for the second part:

&INPUTS

NUNIT = 1

MINRUN = 13705

MAXRUN = 14530

&END

&CONTRL

MAXEVT = 0

IDEBUG = -1

&END

The input namelist for FILT832_pmg_99, the program used to rerun the L3 filter on

the 1999 PMG data, included:

&INPUTS

MINRUN = 13000

MAXRUN = 13704

FILT_NMLFILE=’/home/ronquest/newktev/crunch/L3filter_99/filt832_pass1_tightt3.nml’

&END

&CONTRL

MAXEVT = 0

IDEBUG = 0

CDSOURCE = 1,0,2

CDDATE = 990916

&END

for the first part of the data while the for the second part:

&INPUTS

MINRUN = 13705

MAXRUN = 14530

FILT_NMLFILE=’/home/ronquest/newktev/crunch/L3filter_99/filt832_pass1.nml’

&END
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&CONTRL

MAXEVT = 0

IDEBUG = 0

CDSOURCE = 1,0,2

CDDATE = 990916

&END

where filt832_pass1_tightt3.nml refers to the first 1999 namelist found in Section

H.2 and filt832_pass1.nml refers to the second namelist. For the second pass of the

L3 filter, the variable B02PS_ACCKE3 was changed from “1,1” to “0,0” which applies

the L3 P 2
π0 cut to all events.

The input namelist for KCHRG_PMGCRUNCH_99, the program used to output the

crunched data into PDST format, included:

&INPUTS

MINRUN = 13000

MAXRUN = 14530

&END

&CONTRL

MAXEVT = 0

IDEBUG = -1

PDSTDEF = ’/home/ronquest/newktev/crunch/pdst_out/kchrg_pdst1_1997.def’

MSKDAT = 546

MSKSQZ = 67

&END

&KTCUTS

PSMSG_E832ANA = 10000

LBKVETO = F

ITRIG_WANT = 999

LWANT_2PI = T

IOPTL1VER = 1

USEMSK_BADSPILL = -1

DO_FID832 = T

DO_VTO832 = F
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&END

I.2 Information Regarding Monte Carlo Genera-

tion

The nominal input namelist for PMGMC, the Monte Carlo program used to generate

PMG events, included:

&MCINP

USMSKTRG = 7

MAXEVT = 1000000

MAXGEN = 1000000

PARTUS = ’K0K0BAR’, ’K0K0BAR’

DCAYUS = ’K2PIR’, ’K2PIR’

NSEED = 219943

EVALUS = 2,2,2,2

MCRUN = 13800

MCSPIL = 1

MCHOFF = 1000

NDCYUS = 2

BEAMUS = ’REG’, ’REG’,

OPTUS = ’ ’, ’ ’,

NPBNUS = 190, 190,

PBOTUS = 35., 35.

PTOPUS = 165., 165.

ZBEGUS = 125.4761, 125.4761

ZENDUS = 159.9, 159.9

MSKDAT = 526

CDDATE = 061231

FMULRN = ’/home/ronquest/newktev/mc/current_mcgen_files/mrns/2pi99_acc5.mrn’

USRPTH = ’/disks/beauty1b/ronquest/newFIC’

&END

&MCCUTS
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&END

&FLGNML

LACCOV = T

LWRTEV = T

LHBOOK = T

LPT2BOOK = T

LPZBOOK = T

LDCMAP = T

LDCPLS = T

LVL1PS = T

COMPACT_MCLIST = F

LGENINREG= F

LCOSCT= F

LCOPAS= T

IOPT_PHOTOS=3

&END

&PMGNML

inc_Kmixing= T ! include interference in decay rate

flatmc= T ! use constant matrix element

ehat_offset= F ! apply offset to ehat

gm1=1.198

ge1=0.000

ehat=0.000

a1a2=-0.738

emin_gen=0.0040

emin_calc=0.0040

emax_calc=0.17

wmax=2.65E-14

wcolmax=1.7E-14

pmgg_factor=0.638D0

&END

&PMGOUTNML

outfile=’’
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genfitdat= F

&END

I.3 Information Regarding Analysis of Data and

MC

The following is the namelist used in the analysis run of the nominal data and MC

samples. This namelist is an input into PMGANA, the reconstruction program used

in this analysis. The following are used for analysis of 1997 data and MC:

MINRUN = 9070

MAXRUN = 10300

while for 1999 data and MC:

MINRUN = 13625

MAXRUN = 14530

For both data samples:

&CONTRL

MAXEVT = 0

OUTFILE =’’,

CDDATE = 061231

PDSTDEF = ’/home/ronquest/newktev/crunch/pdst_out/kchrg_pdst1_1997.def’

&END

&T3NML

T3PI0CUT=0.050

&END

&MYCONTROLS

GOODBEAM=’reg’,

OUTPUTEVTS= F

OUTPUTLEV=4

IWANT_PMG= T

IWANT_2PI= F
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WRITE_NTUP= F

DOCRUNCH = T

DOPMGFIT= T

fitterout= ’temp.fitdat’

forcepmg= T

&END

&MYCUTS

masscut=0.48967, 0.50567, 1.0

pi0masscut=0.127,0.143, 1.0

COMphotcut=0.020, 0.1750,1.0

KINphotcut=0.020, 0.1750,1.0

LABphotcut=1.5,200.0,1.0

pp0kinecut=-0.10 ,-0.0055 , 0.0

vacpp0kinecut=-0.10 ,-0.0055 , 1.0

ptsqrcut=0.0,2.5e-4,1.0

vacptsqrcut=0.0,2.5e-4,0.0

kmomcut=40.0,160.0,1.0

pipimasscut=0.0,0.492,1.0

eoverpcut=0.00,0.85,1.0

pimomcut=8.0,1.0e5,1.0

vtxchicut=0.0,50.0,1.0

clschicut=0.0,48.0,1.0

vtxzcut=125.5,158.0,1.0

Lmasscut=1.112,1.119,1.0

pixsepcut=0.03,9.9,1.0

piysepcut=0.03,9.9,1.0

pisepcut=0.20,9.9,1.0

gamsepcut=0.30,9.9,1.0

outringcut=0.0,18.1,1.0

inringcut=4.5,99.9,1.0

offchicut=0.0,50.0,1.0

ncluscut=0.0,3.5,0.0

ke3cut=1.0,1.0,0.0
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kmu3cut=-1.0,-1.0,0.0

csixecut=0.0,0.5,0.0

earlyecut=-10.0,150.0,1.0

intimeecut=115.0,1.0e9,1.0

delbremcut=0.02,99.0,1.0

vetocut= 1.0,1.0,1.0

fidcut=1.0,1.0,1.0

l1tcut=1.0,1.0,1.0

l3pp0kincut=1.0,1.0,1.0

bspillcut=1.0,1.0,1.0

bruncut=1.0,1.0,1.0

&END

&MYMCCUTS

&END

&MYMCRWNML

rw_run=’BIN’

rw_pimom=’NO’

rw_mass=’NO’

rw_ptsqr=’NO’

rw_kmom=’NO’

rw_egcom=’NO’

rw_eglab=’NO’

rw_ppkin =’NO’

rw_vacppkin=’NO’

rw_mpipi=’NO’

rw_eop=’NO’

rw_vtxchi=’NO’

rw_clschi=’NO’

rw_vtxz=’NO’

rw_lmass=’NO’

rw_offchi=’NO’

rw_pisep=’NO’

rw_pixsep=’NO’



I.3. INFORMATION REGARDING ANALYSIS OF DATA AND MC 257

rw_piysep=’NO’

rw_gamsep=’NO’

rw_outring=’NO’

rw_inring=’NO’

rw_nclus=’NO’

rw_earlye=’NO’

rw_intime=’NO’

rw_delbrem=’NO’

&END

&F832NML

&END

&VTO832NML

EVTO_XCLUS_CUT = 1.0E9

&END
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Appendix J

MC Generation of Kinematic

Variables

One important aspect of the KL,S → π+π−γ Monte Carlo was efficient generation of

the phase space variables E∗
γ and τ . The desired distributions of these variables are

both very sharply peaked for regenerator beam events, and are difficult to efficiently

generate using the standard acceptance/rejection method. As a reminder, the stan-

dard acceptance/rejection method generates a deviate—a random number from some

probability density function p(x), by selecting a value of x between some minimum

value xmin and some maximum value xmax according to a uniform distribution. This

value of x is then accepted if:

p(x) > wmax × rand (J.1)

where wmax is some number which is greater than p(x) for all xmin < x < xmax and

rand is a uniform random number between 0 and 1. This method is illustrated in

Figure J.1. In short, this method produces an uniform density of points in a 2d plane

between 0 and wmax and xmin < x < xmax, and will accept those points which fall

under the curve p(x). In Figure J.1, the gray area shows the inefficiency that results

when this method is used for a strongly peaked function.

The use of this method will result in many trial values of E∗
γ and τ being produced

and rejected, especially at larger values of E∗
γ and τ . One solution which may be

employed to increase the efficiency of this generation method is to draw values of x

259



260 APPENDIX J. MC GENERATION OF KINEMATIC VARIABLES

from something other than a uniform distribution, which resembles p(x). This will

bias the generated distribution of x after acceptance, so this bias must be removed

using a reweighting factor.

The first step of this process is to choose a mapping between a uniform distribution

and one of the phase space variables which will result in a distribution which somewhat

approximates the decay rate D(~xi; ~α) that we wish to generate. For example, as shown

in Section 5.2.1, the mapping

τ =
−0.005

c
+

1.010

c
t3rand (J.2)

was selected for the proper time selection, where trand is a uniform deviate from 0

to 1. Note that the Transformation Method [34] is being used here. The use of

this mapping will convert uniformly distributed values of trand into non-uniformly

distributed values of τ . The pdf for τ that results will then be:

p(τ)dτ =

∣∣∣∣
dtrand

dτ

∣∣∣∣

=

∣∣∣∣∣
1

3
(

1.010
c

)
t2rand

∣∣∣∣∣

(J.3)

where the fundamental transformation law of probabilities

p(y) = p(x)

∣∣∣∣
dx

dy

∣∣∣∣ (J.4)

was used. This, combined with the mapping between trand and τ yields:

p(τ)dτ =
1

3

(
1.010

c

)−1/3 [
τ +

0.005

c

]−2/3

dτ (J.5)

Note that this is the inverse of Equation 5.6, where a change of variable has been

made from trand to τ .

Since the τ spectrum has been biased by p(τ), it is necessary to remove the bias by

dividing the value of the decay rate D(~xi; ~α) by p(τ) before the acceptance/rejection

decision ( as shown in Equation J.1 ) has been made. This is the reason Equation

5.11 takes the form it does.
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Figure J.1: A picture of the traditional acceptance rejection method. In this example,
x0 is chosen uniformly from 0 to 10, wmax is multiplied by a random number between
0 to 1, and if this product is smaller than p(x0), the value of x0 is accepted.
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Figure J.2: a) Shows the mapping from the uniform random variable trand to τ , and
the resulting pdf as a function of trand. b) Shows the inverse mapping from the
uniform random variable trand to τ , and the resulting pdf as a function of τ . Note
that neither pdf is normalized.



Appendix K

Further Details Regarding the

Resolution Systematic

The results of the resolution study (see Section 8.3.1) indicates that the final result

should be corrected using the difference between the reconstructed and true values. Of

course, this correction will also produce a systematic error. The accepted practice is

to take 10% of the shift as the systematic error. This is expected to be a conservative

method, however it is wise to confirm that the Monte Carlo matches the data to

within 10% in a number of resolution plots.

Among the useful distributions are the transverse kaon momentum, π+π−γ mass

which is shown in Figures K.1 and K.2, the component of the kaon momentum or-

thogonal to the beam and the Y axis (shown in Figures K.3 and K.4) , the component

of the kaon momentum in the Y direction ( shown in Figures K.5 and K.6) and the

difference between E∗
γ

CAL and E∗
γ

KIN , which is shown in Figures K.7 and K.8. Ex-

amination of these plots indicates that the largest discrepancy in width between data

and MC is approximately 2.4%, which occurs in the X-momentum plots for the 1999

regenerator beam samples—meaning that in choosing 10% of the resolution correction

is truly conservative.
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K.1 Effect of the Correction

If we choose to take the shift in parameters from the resolution systematic study as

a correction instead, and then take 10% of this correction as a systematic error, the

final result for the parameters becomes:

ê = 0.00335 ± 0.00065(stat) ± 0.000939(syst)

gE1 = −0.0058 ± 0.0015(stat) ± 0.00322(syst)

g̃M1 = 1.1366 ± 0.030(stat) ± 0.0404(syst)

a1/a2 = −0.75016+0.0068
−0.0072(stat) ± 0.00893(syst)

(K.1)
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Figure K.1: Plots showing the π+π−γ mass resolution for data and MC
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Figure K.2: More plots showing the π+π−γ mass resolution for data and MC
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Figure K.3: Plots showing the Kaon X-momentum resolution for data and MC
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Figure K.4: More plots showing the Kaon X-momentum resolution for data and MC
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Figure K.5: Plots showing the Kaon Y-momentum resolution for data and MC
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Figure K.6: More plots showing the Kaon Y-momentum resolution for data and MC
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Figure K.7: Plots showing the photon energy resolution for data and MC
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Figure K.8: More plots showing the photon energy resolution resolution for data and
MC
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Figure L.1: A plot of the π+π−γ invariant mass before the cut on Mπ+π−γ but

after all other cuts. Data are points, while the histogram is of Monte Carlo simulated
events. The solid part of the histogram denotes the areas that pass after this particular
cut. A plot of the ratio of the number of data events to Monte Carlo events, before
this cut, is shown on the bottom. The number of Monte Carlo events is normalized
to be equal to the total number of data events in this plot. A fit of the ratio using a
linear function is also shown.
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Figure L.2: The reconstructed kaon momentum before the cut. Data are points, while
the histogram is of Monte Carlo simulated events. The solid part of the histogram
denotes the areas that pass after this particular cut. A plot of the ratio of the number
of data events to Monte Carlo events, before this cut, is shown on the bottom. The
number of Monte Carlo events is normalized to be equal to the total number of data
events in this plot. A fit of the ratio using a linear function is also shown.
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Figure L.3: A plot of P 2
T with respect to the downstream face of the regenerator for

the π+π−γ system before the cut. Data are points, while the histogram is of Monte
Carlo simulated events. The solid part of the histogram denotes the areas that pass
after this particular cut. A plot of the ratio of the number of data events to Monte
Carlo events, before this cut, is shown on the bottom. The number of Monte Carlo
events is normalized to be equal to the total number of data events in this plot. A fit
of the ratio using a linear function is also shown.
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Figure L.4: A plot of the z location of the decay vertex, before the cut is applied.
Data are points, while the histogram is of Monte Carlo simulated events. The solid
part of the histogram denotes the areas that pass after this particular cut. A plot of
the ratio of the number of data events to Monte Carlo events, before this cut, is shown
on the bottom. The number of Monte Carlo events is normalized to be equal to the
total number of data events in this plot. A fit of the ratio using a linear function is
also shown.
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Figure L.5: The photon cluster energy in the lab frame, before the final analysis cut.
Data are points, while the histogram is of Monte Carlo simulated events. The solid
part of the histogram denotes the areas that pass after this particular cut. A plot of
the ratio of the number of data events to Monte Carlo events, before this cut, is shown
on the bottom. The number of Monte Carlo events is normalized to be equal to the
total number of data events in this plot. A fit of the ratio using a linear function is
also shown.
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Figure L.6: A plot of the photon energy in the kaon rest frame before the cut. Data
are points, while the histogram is of Monte Carlo simulated events. The solid part
of the histogram denotes the areas that pass after this particular cut. A plot of the
ratio of the number of data events to Monte Carlo events, before this cut, is shown
on the bottom. The number of Monte Carlo events is normalized to be equal to the
total number of data events in this plot. A fit of the ratio using a linear function is
also shown.
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Figure L.7: A plot of the invariant mass of the pion pair before the Mπ+π− cut.
Note that any cut on E∗

γ
KIN will also be reflected here. Data are points, while the

histogram is of Monte Carlo simulated events. The solid part of the histogram denotes
the areas that pass after this particular cut. A plot of the ratio of the number of data
events to Monte Carlo events, before this cut, is shown on the bottom. The number
of Monte Carlo events is normalized to be equal to the total number of data events
in this plot. A fit of the ratio using a linear function is also shown.
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Figure L.8: A plot of fusion χ2 before the cut on this variable. Data are points, while
the histogram is of Monte Carlo simulated events. The solid part of the histogram
denotes the areas that pass after this particular cut. A plot of the ratio of the number
of data events to Monte Carlo events, before this cut, is shown on the bottom. The
number of Monte Carlo events is normalized to be equal to the total number of data
events in this plot. A fit of the ratio using a linear function is also shown.
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Figure L.9: Minimum of the two pion/gamma separations at the CsI for each event,
before the cut. Data are points, while the histogram is of Monte Carlo simulated
events. The solid part of the histogram denotes the areas that pass after this particular
cut. A plot of the ratio of the number of data events to Monte Carlo events, before
this cut, is shown on the bottom. The number of Monte Carlo events is normalized
to be equal to the total number of data events in this plot. A fit of the ratio using a
linear function is also shown.
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Figure L.10: A plot of P 2
π0 with respect to the downstream face of the regenerator,

before the final analysis cut. Data are points, while the histogram is of Monte Carlo
simulated events. The solid part of the histogram denotes the areas that pass after
this particular cut. A plot of the ratio of the number of data events to Monte Carlo
events, before this cut, is shown on the bottom. The number of Monte Carlo events
is normalized to be equal to the total number of data events in this plot. A fit of the
ratio using a linear function is also shown.
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Figure L.11: A plot of the best π0 mass found in each event using two clusters in the
CsI calorimeter, before the cut on this variable. Data are points, while the histogram
is of Monte Carlo simulated events. The solid part of the histogram denotes the areas
that pass after this particular cut. A plot of the ratio of the number of data events to
Monte Carlo events, before this cut, is shown on the bottom. The number of Monte
Carlo events is normalized to be equal to the total number of data events in this plot.
A fit of the ratio using a linear function is also shown.
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Figure L.12: A plot of the greater of the two values of E/p for each event, before the
final E/p cut. Data are points, while the histogram is of Monte Carlo simulated events.
The solid part of the histogram denotes the areas that pass after this particular cut.
A plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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Figure L.13: A plot of the upstream track/photon separation distance at the CsI
before the cut. Data are points, while the histogram is of Monte Carlo simulated
events. The solid part of the histogram denotes the areas that pass after this particular
cut. A plot of the ratio of the number of data events to Monte Carlo events, before
this cut, is shown on the bottom. The number of Monte Carlo events is normalized
to be equal to the total number of data events in this plot. A fit of the ratio using a
linear function is also shown.
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Figure L.14: A plot of the lesser of two track momenta per event before the cut. Data
are points, while the histogram is of Monte Carlo simulated events. The solid part
of the histogram denotes the areas that pass after this particular cut. A plot of the
ratio of the number of data events to Monte Carlo events, before this cut, is shown
on the bottom. The number of Monte Carlo events is normalized to be equal to the
total number of data events in this plot. A fit of the ratio using a linear function is
also shown.
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Figure L.15: A plot of the “early” energy of the photon candidate cluster before the
cut. Data are points, while the histogram is of Monte Carlo simulated events. The
solid part of the histogram denotes the areas that pass after this particular cut. A
plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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Figure L.16: A plot of the “in-time” energy of the photon candidate cluster before
the cut. Data are points, while the histogram is of Monte Carlo simulated events.
The solid part of the histogram denotes the areas that pass after this particular cut.
A plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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Figure L.17: A plot of the proton/pion invariant mass before the cut. Data are
points, while the histogram is of Monte Carlo simulated events. The solid part of the
histogram denotes the areas that pass after this particular cut. A plot of the ratio
of the number of data events to Monte Carlo events, before this cut, is shown on the
bottom. The number of Monte Carlo events is normalized to be equal to the total
number of data events in this plot. A fit of the ratio using a linear function is also
shown.
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Figure L.18: A plot of the proton/pion/gamma invariant mass, before any cut on this
variable. Data are points, while the histogram is of Monte Carlo simulated events.
The solid part of the histogram denotes the areas that pass after this particular cut.
A plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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Figure L.19: A plot of the outer photon fiducial cut variable ISEEDRING, before
the cut. Data are points, while the histogram is of Monte Carlo simulated events.
The solid part of the histogram denotes the areas that pass after this particular cut.
A plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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Figure L.20: A plot of the inner photon fiducial cut variable ISMLRNG before the
cut. Data are points, while the histogram is of Monte Carlo simulated events. The
solid part of the histogram denotes the areas that pass after this particular cut. A
plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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Figure L.21: A plot of vertex χ2 before the cut. Data are points, while the histogram
is of Monte Carlo simulated events. The solid part of the histogram denotes the areas
that pass after this particular cut. A plot of the ratio of the number of data events to
Monte Carlo events, before this cut, is shown on the bottom. The number of Monte
Carlo events is normalized to be equal to the total number of data events in this plot.
A fit of the ratio using a linear function is also shown.
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Figure L.22: A plot of the greater of the two track offset χ2 values in each event before
the cut. Data are points, while the histogram is of Monte Carlo simulated events.
The solid part of the histogram denotes the areas that pass after this particular cut.
A plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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Figure L.23: A plot of the separation of the tracks in the x direction at the CsI, before
the cut. Data are points, while the histogram is of Monte Carlo simulated events.
The solid part of the histogram denotes the areas that pass after this particular cut.
A plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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Figure L.24: A plot of the separation of the tracks in the y direction at the CsI, before
the cut. Data are points, while the histogram is of Monte Carlo simulated events.
The solid part of the histogram denotes the areas that pass after this particular cut.
A plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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Figure L.25: A plot of the track separation at the CsI before the cut. Data are
points, while the histogram is of Monte Carlo simulated events. The solid part of the
histogram denotes the areas that pass after this particular cut. A plot of the ratio
of the number of data events to Monte Carlo events, before this cut, is shown on the
bottom. The number of Monte Carlo events is normalized to be equal to the total
number of data events in this plot. A fit of the ratio using a linear function is also
shown.
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Figure M.1: A plot of the π+π−γ invariant mass before the cut on Mπ+π−γ but

after all other cuts. Data are points, while the histogram is of Monte Carlo simulated
events. The solid part of the histogram denotes the areas that pass after this particular
cut. A plot of the ratio of the number of data events to Monte Carlo events, before
this cut, is shown on the bottom. The number of Monte Carlo events is normalized
to be equal to the total number of data events in this plot. A fit of the ratio using a
linear function is also shown.
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Figure M.2: The reconstructed kaon momentum before the cut. Data are points, while
the histogram is of Monte Carlo simulated events. The solid part of the histogram
denotes the areas that pass after this particular cut. A plot of the ratio of the number
of data events to Monte Carlo events, before this cut, is shown on the bottom. The
number of Monte Carlo events is normalized to be equal to the total number of data
events in this plot. A fit of the ratio using a linear function is also shown.
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Figure M.3: A plot of P 2
T with respect to the downstream face of the regenerator for

the π+π−γ system before the cut. Data are points, while the histogram is of Monte
Carlo simulated events. The solid part of the histogram denotes the areas that pass
after this particular cut. A plot of the ratio of the number of data events to Monte
Carlo events, before this cut, is shown on the bottom. The number of Monte Carlo
events is normalized to be equal to the total number of data events in this plot. A fit
of the ratio using a linear function is also shown.
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Figure M.4: A plot of the z location of the decay vertex, before the cut is applied.
Data are points, while the histogram is of Monte Carlo simulated events. The solid
part of the histogram denotes the areas that pass after this particular cut. A plot of
the ratio of the number of data events to Monte Carlo events, before this cut, is shown
on the bottom. The number of Monte Carlo events is normalized to be equal to the
total number of data events in this plot. A fit of the ratio using a linear function is
also shown.
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Figure M.5: The photon cluster energy in the lab frame, before the final analysis cut.
Data are points, while the histogram is of Monte Carlo simulated events. The solid
part of the histogram denotes the areas that pass after this particular cut. A plot of
the ratio of the number of data events to Monte Carlo events, before this cut, is shown
on the bottom. The number of Monte Carlo events is normalized to be equal to the
total number of data events in this plot. A fit of the ratio using a linear function is
also shown.
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Figure M.6: A plot of the photon energy in the kaon rest frame before the cut. Data
are points, while the histogram is of Monte Carlo simulated events. The solid part
of the histogram denotes the areas that pass after this particular cut. A plot of the
ratio of the number of data events to Monte Carlo events, before this cut, is shown
on the bottom. The number of Monte Carlo events is normalized to be equal to the
total number of data events in this plot. A fit of the ratio using a linear function is
also shown.
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Figure M.7: A plot of the invariant mass of the pion pair before the Mπ+π− cut.
Note that any cut on E∗

γ
KIN will also be reflected here. Data are points, while the

histogram is of Monte Carlo simulated events. The solid part of the histogram denotes
the areas that pass after this particular cut. A plot of the ratio of the number of data
events to Monte Carlo events, before this cut, is shown on the bottom. The number
of Monte Carlo events is normalized to be equal to the total number of data events
in this plot. A fit of the ratio using a linear function is also shown.
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Figure M.8: A plot of fusion χ2 before the cut on this variable. Data are points, while
the histogram is of Monte Carlo simulated events. The solid part of the histogram
denotes the areas that pass after this particular cut. A plot of the ratio of the number
of data events to Monte Carlo events, before this cut, is shown on the bottom. The
number of Monte Carlo events is normalized to be equal to the total number of data
events in this plot. A fit of the ratio using a linear function is also shown.
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Figure M.9: Minimum of the two pion/gamma separations at the CsI for each event,
before the cut. Data are points, while the histogram is of Monte Carlo simulated
events. The solid part of the histogram denotes the areas that pass after this particular
cut. A plot of the ratio of the number of data events to Monte Carlo events, before
this cut, is shown on the bottom. The number of Monte Carlo events is normalized
to be equal to the total number of data events in this plot. A fit of the ratio using a
linear function is also shown.
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Figure M.10: A plot of P 2
π0 with respect to the downstream face of the regenerator,

before the final analysis cut. Data are points, while the histogram is of Monte Carlo
simulated events. The solid part of the histogram denotes the areas that pass after
this particular cut. A plot of the ratio of the number of data events to Monte Carlo
events, before this cut, is shown on the bottom. The number of Monte Carlo events
is normalized to be equal to the total number of data events in this plot. A fit of the
ratio using a linear function is also shown.
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Figure M.11: A plot of the best π0 mass found in each event using two clusters in the
CsI calorimeter, before the cut on this variable. Data are points, while the histogram
is of Monte Carlo simulated events. The solid part of the histogram denotes the areas
that pass after this particular cut. A plot of the ratio of the number of data events to
Monte Carlo events, before this cut, is shown on the bottom. The number of Monte
Carlo events is normalized to be equal to the total number of data events in this plot.
A fit of the ratio using a linear function is also shown.
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Figure M.12: A plot of the greater of the two values of E/p for each event, before
the final E/p cut. Data are points, while the histogram is of Monte Carlo simulated
events. The solid part of the histogram denotes the areas that pass after this particular
cut. A plot of the ratio of the number of data events to Monte Carlo events, before
this cut, is shown on the bottom. The number of Monte Carlo events is normalized
to be equal to the total number of data events in this plot. A fit of the ratio using a
linear function is also shown.
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Figure M.13: A plot of the upstream track/photon separation distance at the CsI
before the cut. Data are points, while the histogram is of Monte Carlo simulated
events. The solid part of the histogram denotes the areas that pass after this particular
cut. A plot of the ratio of the number of data events to Monte Carlo events, before
this cut, is shown on the bottom. The number of Monte Carlo events is normalized
to be equal to the total number of data events in this plot. A fit of the ratio using a
linear function is also shown.
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Figure M.14: A plot of the lesser of two track momenta per event before the cut. Data
are points, while the histogram is of Monte Carlo simulated events. The solid part
of the histogram denotes the areas that pass after this particular cut. A plot of the
ratio of the number of data events to Monte Carlo events, before this cut, is shown
on the bottom. The number of Monte Carlo events is normalized to be equal to the
total number of data events in this plot. A fit of the ratio using a linear function is
also shown.



316 APPENDIX M. PLOTS FOR 1999 REGENERATOR DATA

Early Cluster Energy (ADC counts)
0 200 400 600 800 1000

1

10

210

3
10

410

 / ndf 2χ  372.9 / 15
p0        0.0062± 0.9913 
p1        0.00073± -0.00159 

Early Cluster Energy (ADC counts)
0 200 400 600 800 1000

0.5

1

1.5

2

2.5

3

3.5

4

 / ndf 2χ  372.9 / 15
p0        0.0062± 0.9913 
p1        0.00073± -0.00159 

Figure M.15: A plot of the “early” energy of the photon candidate cluster before
the cut. Data are points, while the histogram is of Monte Carlo simulated events.
The solid part of the histogram denotes the areas that pass after this particular cut.
A plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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Figure M.16: A plot of the “in-time” energy of the photon candidate cluster before
the cut. Data are points, while the histogram is of Monte Carlo simulated events.
The solid part of the histogram denotes the areas that pass after this particular cut.
A plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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Figure M.17: A plot of the proton/pion invariant mass before the cut. Data are
points, while the histogram is of Monte Carlo simulated events. The solid part of the
histogram denotes the areas that pass after this particular cut. A plot of the ratio
of the number of data events to Monte Carlo events, before this cut, is shown on the
bottom. The number of Monte Carlo events is normalized to be equal to the total
number of data events in this plot. A fit of the ratio using a linear function is also
shown.
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Figure M.18: A plot of the proton/pion/gamma invariant mass, before any cut on this
variable. Data are points, while the histogram is of Monte Carlo simulated events.
The solid part of the histogram denotes the areas that pass after this particular cut.
A plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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Figure M.19: A plot of the outer photon fiducial cut variable ISEEDRING, before
the cut. Data are points, while the histogram is of Monte Carlo simulated events.
The solid part of the histogram denotes the areas that pass after this particular cut.
A plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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Figure M.20: A plot of the inner photon fiducial cut variable ISMLRNG before the
cut. Data are points, while the histogram is of Monte Carlo simulated events. The
solid part of the histogram denotes the areas that pass after this particular cut. A
plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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Figure M.21: A plot of vertex χ2 before the cut. Data are points, while the histogram
is of Monte Carlo simulated events. The solid part of the histogram denotes the areas
that pass after this particular cut. A plot of the ratio of the number of data events to
Monte Carlo events, before this cut, is shown on the bottom. The number of Monte
Carlo events is normalized to be equal to the total number of data events in this plot.
A fit of the ratio using a linear function is also shown.
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Figure M.22: A plot of the greater of the two track offset χ2 values in each event before
the cut. Data are points, while the histogram is of Monte Carlo simulated events.
The solid part of the histogram denotes the areas that pass after this particular cut.
A plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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Figure M.23: A plot of the separation of the tracks in the x direction at the CsI, before
the cut. Data are points, while the histogram is of Monte Carlo simulated events.
The solid part of the histogram denotes the areas that pass after this particular cut.
A plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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Figure M.24: A plot of the separation of the tracks in the y direction at the CsI, before
the cut. Data are points, while the histogram is of Monte Carlo simulated events.
The solid part of the histogram denotes the areas that pass after this particular cut.
A plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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Figure M.25: A plot of the track separation at the CsI before the cut. Data are
points, while the histogram is of Monte Carlo simulated events. The solid part of the
histogram denotes the areas that pass after this particular cut. A plot of the ratio
of the number of data events to Monte Carlo events, before this cut, is shown on the
bottom. The number of Monte Carlo events is normalized to be equal to the total
number of data events in this plot. A fit of the ratio using a linear function is also
shown.
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Figure N.1: A plot of the π+π−γ invariant mass before the cut on Mπ+π−γ but

after all other cuts. Data are points, while the histogram is of Monte Carlo simulated
events. The solid part of the histogram denotes the areas that pass after this particular
cut. A plot of the ratio of the number of data events to Monte Carlo events, before
this cut, is shown on the bottom. The number of Monte Carlo events is normalized
to be equal to the total number of data events in this plot. A fit of the ratio using a
linear function is also shown.



331

 momentum (GeV/c)γππ
0 50 100 150 200 2500

500

1000

1500

2000

2500

3000

3500

4000

4500

 / ndf 2χ  37.84 / 70
p0        0.0131± 0.8862 
p1        1.934e-04± -4.319e-06 

 momentum (GeV/c)γππ
0 50 100 150 200 250

0.5

1

1.5

2

2.5

3

3.5

4

 / ndf 2χ  37.84 / 70
p0        0.0131± 0.8862 
p1        1.934e-04± -4.319e-06 

Figure N.2: The reconstructed kaon momentum before the cut. Data are points, while
the histogram is of Monte Carlo simulated events. The solid part of the histogram
denotes the areas that pass after this particular cut. A plot of the ratio of the number
of data events to Monte Carlo events, before this cut, is shown on the bottom. The
number of Monte Carlo events is normalized to be equal to the total number of data
events in this plot. A fit of the ratio using a linear function is also shown.



332 APPENDIX N. PLOTS FOR 1999 VACUUM DATA

)2/c2(GeV2
T

p
0 0.0005 0.001 0.0015 0.002 0.0025 0.003 0.0035 0.004 0.0045

10

210

3
10

410

5
10

 / ndf 2χ  13.95 / 2
p0        0.0185± 0.9773 
p1        465.8±   323 

)2/c2(GeV2
T

p
0 0.0005 0.001 0.0015 0.002 0.0025 0.003 0.0035 0.004 0.0045

0.5

1

1.5

2

2.5

3

3.5

4

 / ndf 2χ  13.95 / 2
p0        0.0185± 0.9773 
p1        465.8±   323 

Figure N.3: A plot of P 2
T with respect to the downstream face of the regenerator for

the π+π−γ system before the cut. Data are points, while the histogram is of Monte
Carlo simulated events. The solid part of the histogram denotes the areas that pass
after this particular cut. A plot of the ratio of the number of data events to Monte
Carlo events, before this cut, is shown on the bottom. The number of Monte Carlo
events is normalized to be equal to the total number of data events in this plot. A fit
of the ratio using a linear function is also shown.
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Figure N.4: A plot of the z location of the decay vertex, before the cut is applied.
Data are points, while the histogram is of Monte Carlo simulated events. The solid
part of the histogram denotes the areas that pass after this particular cut. A plot of
the ratio of the number of data events to Monte Carlo events, before this cut, is shown
on the bottom. The number of Monte Carlo events is normalized to be equal to the
total number of data events in this plot. A fit of the ratio using a linear function is
also shown.
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Figure N.5: The photon cluster energy in the lab frame, before the final analysis cut.
Data are points, while the histogram is of Monte Carlo simulated events. The solid
part of the histogram denotes the areas that pass after this particular cut. A plot of
the ratio of the number of data events to Monte Carlo events, before this cut, is shown
on the bottom. The number of Monte Carlo events is normalized to be equal to the
total number of data events in this plot. A fit of the ratio using a linear function is
also shown.
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Figure N.6: A plot of the photon energy in the kaon rest frame before the cut. Data
are points, while the histogram is of Monte Carlo simulated events. The solid part
of the histogram denotes the areas that pass after this particular cut. A plot of the
ratio of the number of data events to Monte Carlo events, before this cut, is shown
on the bottom. The number of Monte Carlo events is normalized to be equal to the
total number of data events in this plot. A fit of the ratio using a linear function is
also shown.
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Figure N.7: A plot of the invariant mass of the pion pair before the Mπ+π− cut.
Note that any cut on E∗

γ
KIN will also be reflected here. Data are points, while the

histogram is of Monte Carlo simulated events. The solid part of the histogram denotes
the areas that pass after this particular cut. A plot of the ratio of the number of data
events to Monte Carlo events, before this cut, is shown on the bottom. The number
of Monte Carlo events is normalized to be equal to the total number of data events
in this plot. A fit of the ratio using a linear function is also shown.
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Figure N.8: A plot of fusion χ2 before the cut on this variable. Data are points, while
the histogram is of Monte Carlo simulated events. The solid part of the histogram
denotes the areas that pass after this particular cut. A plot of the ratio of the number
of data events to Monte Carlo events, before this cut, is shown on the bottom. The
number of Monte Carlo events is normalized to be equal to the total number of data
events in this plot. A fit of the ratio using a linear function is also shown.
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Figure N.9: Minimum of the two pion/gamma separations at the CsI for each event,
before the cut. Data are points, while the histogram is of Monte Carlo simulated
events. The solid part of the histogram denotes the areas that pass after this particular
cut. A plot of the ratio of the number of data events to Monte Carlo events, before
this cut, is shown on the bottom. The number of Monte Carlo events is normalized
to be equal to the total number of data events in this plot. A fit of the ratio using a
linear function is also shown.
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Figure N.10: A plot of P 2
π0 with respect to the downstream face of the regenerator,

before the final analysis cut. Data are points, while the histogram is of Monte Carlo
simulated events. The solid part of the histogram denotes the areas that pass after
this particular cut. A plot of the ratio of the number of data events to Monte Carlo
events, before this cut, is shown on the bottom. The number of Monte Carlo events
is normalized to be equal to the total number of data events in this plot. A fit of the
ratio using a linear function is also shown.
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Figure N.11: A plot of the best π0 mass found in each event using two clusters in the
CsI calorimeter, before the cut on this variable. Data are points, while the histogram
is of Monte Carlo simulated events. The solid part of the histogram denotes the areas
that pass after this particular cut. A plot of the ratio of the number of data events to
Monte Carlo events, before this cut, is shown on the bottom. The number of Monte
Carlo events is normalized to be equal to the total number of data events in this plot.
A fit of the ratio using a linear function is also shown.
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Figure N.12: A plot of the greater of the two values of E/p for each event, before the
final E/p cut. Data are points, while the histogram is of Monte Carlo simulated events.
The solid part of the histogram denotes the areas that pass after this particular cut.
A plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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Figure N.13: A plot of the upstream track/photon separation distance at the CsI
before the cut. Data are points, while the histogram is of Monte Carlo simulated
events. The solid part of the histogram denotes the areas that pass after this particular
cut. A plot of the ratio of the number of data events to Monte Carlo events, before
this cut, is shown on the bottom. The number of Monte Carlo events is normalized
to be equal to the total number of data events in this plot. A fit of the ratio using a
linear function is also shown.
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Figure N.14: A plot of the lesser of two track momenta per event before the cut. Data
are points, while the histogram is of Monte Carlo simulated events. The solid part
of the histogram denotes the areas that pass after this particular cut. A plot of the
ratio of the number of data events to Monte Carlo events, before this cut, is shown
on the bottom. The number of Monte Carlo events is normalized to be equal to the
total number of data events in this plot. A fit of the ratio using a linear function is
also shown.
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Figure N.15: A plot of the “early” energy of the photon candidate cluster before the
cut. Data are points, while the histogram is of Monte Carlo simulated events. The
solid part of the histogram denotes the areas that pass after this particular cut. A
plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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Figure N.16: A plot of the “in-time” energy of the photon candidate cluster before
the cut. Data are points, while the histogram is of Monte Carlo simulated events.
The solid part of the histogram denotes the areas that pass after this particular cut.
A plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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Figure N.17: A plot of the proton/pion invariant mass before the cut. Data are
points, while the histogram is of Monte Carlo simulated events. The solid part of the
histogram denotes the areas that pass after this particular cut. A plot of the ratio
of the number of data events to Monte Carlo events, before this cut, is shown on the
bottom. The number of Monte Carlo events is normalized to be equal to the total
number of data events in this plot. A fit of the ratio using a linear function is also
shown.
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Figure N.18: A plot of the proton/pion/gamma invariant mass, before any cut on this
variable. Data are points, while the histogram is of Monte Carlo simulated events.
The solid part of the histogram denotes the areas that pass after this particular cut.
A plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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Figure N.19: A plot of the outer photon fiducial cut variable ISEEDRING, before
the cut. Data are points, while the histogram is of Monte Carlo simulated events.
The solid part of the histogram denotes the areas that pass after this particular cut.
A plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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Figure N.20: A plot of the inner photon fiducial cut variable ISMLRNG before the
cut. Data are points, while the histogram is of Monte Carlo simulated events. The
solid part of the histogram denotes the areas that pass after this particular cut. A
plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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Figure N.21: A plot of vertex χ2 before the cut. Data are points, while the histogram
is of Monte Carlo simulated events. The solid part of the histogram denotes the areas
that pass after this particular cut. A plot of the ratio of the number of data events to
Monte Carlo events, before this cut, is shown on the bottom. The number of Monte
Carlo events is normalized to be equal to the total number of data events in this plot.
A fit of the ratio using a linear function is also shown.
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Figure N.22: A plot of the greater of the two track offset χ2 values in each event before
the cut. Data are points, while the histogram is of Monte Carlo simulated events.
The solid part of the histogram denotes the areas that pass after this particular cut.
A plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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Figure N.23: A plot of the separation of the tracks in the x direction at the CsI, before
the cut. Data are points, while the histogram is of Monte Carlo simulated events.
The solid part of the histogram denotes the areas that pass after this particular cut.
A plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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Figure N.24: A plot of the separation of the tracks in the y direction at the CsI, before
the cut. Data are points, while the histogram is of Monte Carlo simulated events.
The solid part of the histogram denotes the areas that pass after this particular cut.
A plot of the ratio of the number of data events to Monte Carlo events, before this
cut, is shown on the bottom. The number of Monte Carlo events is normalized to be
equal to the total number of data events in this plot. A fit of the ratio using a linear
function is also shown.
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Figure N.25: A plot of the track separation at the CsI before the cut. Data are
points, while the histogram is of Monte Carlo simulated events. The solid part of the
histogram denotes the areas that pass after this particular cut. A plot of the ratio
of the number of data events to Monte Carlo events, before this cut, is shown on the
bottom. The number of Monte Carlo events is normalized to be equal to the total
number of data events in this plot. A fit of the ratio using a linear function is also
shown.
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