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Abstract

We report on a new measurement of the BR(— 7°e™e~~). This analysis includes data
from both the 1997 and 1997 E799-1l runs. We reconstruct 18hte over a background of
18, which results in BRE, — m°eTe™v) = (2.12 4+ 0.20 £ 0.13) x 1078,

1 Introduction

The decayK; — w°e¢*Te~ is interesting for two main reasons. First, it can be used aseak
of chiral perturbation theories [1]. Second, this decaylmansed to determine the CP conserving
component tak;, — w°e*Te~. The only other measurement of this decay mode comes from the
1997 KTeV run [2], though there was also a search done at KEK [3

This analysis is a combined analysis of the 1997 and 1999fdat&’; — 7°cte . We
treat each of the data sets separately, then calculate tightee average for the two data sets.
Our analysis follows closely the work described in [2] any put we have reoptimized the cuts.
In addition, we have made a few improvements to the analysisjely improved rejection of
K; — m°m° and K, — m°m°7° events, better simulation of the fusig# variable and production
of a sizeable sample of Monte Carlo events. Unfortunatedydw not find a huge improvement in
the signal to noise over the previous measurement. Howgneresult does have almost a factor
of 2.5 improvement in the total number of candidates.

The data used is the output of the EEGGG subset of the 2E-NGtrugch. This data is
contained on the NQNDO1-06 tapes.

2 Event Reconstruction and Analysis

Our analysis starts by requiring that the 2ZENCLUS L3 tag heenlsatisfied. The requirements
imposed by the EEGGG crunch are listed in Table 1. Each esghen required to have exactly
two oppositely signed tracks and five hardware clusters. tWuoetracks are required to point
to two of the clusters and form a decay vertex. Three diffiecembinations of the remaining
three photons can be formed. We choose the combinationdbanstructs closest to thé mass.
Because of its improved resolution, the neutral decay nitgtaletermined from the° is used to
determine the masses of thee~~ ande* e+~ combinations.

To reduce the background from charged pions,AHe for each of the tracks was required to
be between 0.95 and 1.05. We required the decay vertex tostoot between 98 and 157 meters
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and the transverse momentum squared to be less than 0.00&}&elo select ther® decay, we
rejectedyy combinations with masses more than 5 Me\dway from the nominat® mass.

A number of cuts are made to improve the trigger simulatioe@gnent between the Monte
Carlo and the data. These include VV’ verification, bad ggiiection, minimum cluster energy,
minimum track separation at DC1, a cut @i 4 and a requirement on the distance between a
cluster and either of the beam holes. All of theses cuts arelsited in Table 1.

3 Background Reduction

In this analysis we consider backgrounds fréfp — n°7° and K, — w°n°n° events, where one
of the 7°'s decays via a Dalitz decayr{ — eTe ). The2r° decays are more readily removed
since the invariant mass of th&e~~ and~y~ combinations usually reconstructs to the massxff.a
There will be an irriducible background froarr® events when the final state is misreconstructed,
or if one or more of the final particles is lost to be replacedabyaccidental particle. Th&r°
events are more difficult to remove because we cannot usathe s1ass constraint as in the’
case. However, kinematic variables and cluster shape elpstb reduce the background to a
manageable level.

The vast majority of the background froki; — 7°x° can be removed by just cutting out
events that have a mass near tfienass in then. .-, distribution. However, in a non-negligible
fraction of the events, the best,. combination will not be the correct combination. In the prev
ous analysis, a cut was made in the. versusm.+.-., distribution for the second and third best
combinations. To better take advantage of the correlati@tween then,. andm,+.-, distri-
butions for the second and third best combinations, a newatalvas used where the four input
variables were then,. andm.+.-., for the second and third combinations. The neural net used
sixteen hidden nodes and was tuned on a small sam@e°oand w°c¢*e~ v Monte Carlo. The
neural net produces a function that weights each of the fatiables to produce a single output
value. This value is shown in Figure 1 f21° andn°e* e~ events. As can be seen, there is good
separation between the signal and background samples.

In our analysis we requir® N > 0.95 which is 88% efficient for;, — w°eTe~~ events. The
position of the cut was determined by calculating the sigaifce

Nsig
\/Nsig + kag

which is also shown in Figure 1. There is a broad peak in theifisgnce plot with the maxium
around 0.95.

The effect of this cut on the signal Monte Carlo can be seengarg 2. The cut on the neural
net variable removes a cluster of events neartthenass in both the™e~~ and~~ distributions
for the second best combination. For the third best comioinathe effect of the cut is to remove
a broad swath in the~ variable.

After making the neural net cut, the remaini2g® events consist mainly of events with the
correctr® combination. These events will exhibit a peak in thg. .-, mass as shown in Figure 3
for 22 Monte Carlo. To remove this background we requiredhe v mass to be less than 0.110
GeV/c? or greater than 0.155 Ge¥/ The2x° events which fall outside of this cut will contribute
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Figure 1. a) Ther° neural net variable fo27° (green) andre™ e~ (red) Monte Carlo events.
Events with a good° mass in the best" e~ combination have been removed. b) The significance
(see text) as a function of the cut value. The line indicdtegbsition of our cut.
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Figure 2: The distribution of the:, versusn.+.-, for K, — n°¢*e~~ Monte Carlo events after
applying the2z° neural net cut. The top plot shows the second best combimatide the bottom
plot shows the third best combination.



to the irreducible background. Our cut and the cut used ipteeious analysis are shown on this
plot. From our perspective the previously used cut seems tolittle too loose.

Backgrounds fronk;, — w°7°7° come from two broad classes of events: events with missing
photons and those with fused photons. For events with nggsiotons, we use the photon vetoes
to significantly reduce the amount of background. We regihieemaximum energy in any ring
counter to be less than 0.05 GeV. We also require that thggirethe spectrometer antis (and Csl
anti) to be below 0.1 GeV. Plots of these variables can beisdeigure 4.

Events with missing photons will also have a large value d@fiipsince the kaon momentum
will be misreconstructed. The invariant mass of the thre&quis also is different fo3=° events
and signal because of the two extra two photons ir8tifedecays. In the previous analysis, a two-
dimensional cut was made in the ppOkin versus, plane. This cut is shown in Figure 5. As can
be seen, at high values of.,..,, this cut significantly cuts into thgr® events without improving
the signal-to-noise significantly. In our analysis we emgple following fourth-order polynomial.

ppokin,,., = A + B * (M, — 20) + C * (M — 20)° + D % (M, — 0)° + E 5 (M — 20)*

where A = 3.9, B=-112.8, C=1256.6, D=-5861.8, E=10506.0:an¢: 8.326 x 10~2. This cut is
superimposed upon the ppOkin versus,, distribution in Figure 5.

To optimize this cut we varied the size of the normalizatiemt, A. Figure 6 shows the
efficiency of the signal and background as a function of tHeebfof the curve relative to the
nominal position. An offset of zero maximizes the significarn this variable and retains about
90% of the signal.

The Csl simulation used in KTEVMC does not do a great job otdbmg the shape of the
clusters in the data. In Figure 7 we compare the FUSE3x3blartzetween data and Monte Carlo.
The FUSE3x3 variable uses the 3x3 array of blocks aroundehld block. The default fusion
x? variable uses a 5x5 array of blocks. We choose this variabieg it seems to be a bit more
sensitive to fusions than the default 5x5 variable. As casees in the plot, the agreement between
the data and Monte Carlo is not very good.

To achieve better agreement between the data and Monte Garltave skimmed off showers
from K; — 7°x° and K; — wte v events to create a shower library from data events. During
the Monte Carlo simulation, we chose an appropriate shawer this library and stored an array
of energies for each cluster. The default shower simulafiing GEANT showers) was also
done in the normal way. The new array of energies was writtgralong with the GEANT Csl
information. This new array of energies was then used tautatle the fusion(? for each cluster,
while the default shower simulation was used to describedbenstructed energies and positions
of the clusters. To properly describe the fusigh full clustering of the data shower library array
was done and the FUSE3x3 variable was calculated. As candpeirsé-igure 7, the agreement
between the data and Monte Carlo simulation improves saamfly when using the data shower
library. We make a cut at FUSE3X3 4 based upon the significance shown in Figure 6.

In the previous analysis of the 1997 data, a discrepancydsstwhe data and MC was seen
in the plot of the minimum distance between the projectedtiposof an upstream track segment
and a cluster in the Csl. A spike at low minimum distance isdative of bremsstrahlung activity.
This effect can be seen in Figure 8. Because of the discrggmeteeen the data and MC, it was
hypothesized that there was a source of backgrounds notaadiby the 2° or 37°. However,
in our latest simulations of ther2 and m°e*e~v decays, we do see a spike at low minimum
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Figure 3: Thee™e™+y mass distribution foRw° Monte Carlo events. The cut from the previous
analysis is indicated by the blue line, while our cut is shamvred.
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Figure 4. Maximum energy deposited in the RCs (top) and the ®Attom). The dots are the data
and the red histogram is a Monte Carlo2af’ decays. The black line indicates the position of the
cut.
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Figure 5: Distribution of ppOkin versus.., for K;, — 7°7°n° (red) andk; — =°x° (blue)
Monte Carlo events. The black line represents the cut usdgeiprevious 1997 analysis. The
green line represents the cut used in this analysis. Evbntgeahe line are thrown out by the cut.
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Figure 6: The top plot shows the significance of the cut#tt™e~~ events when varying the
normalization term in the polynomial. The lower plot shows significance as a function of the
FUSE3XS3 variable. The black lines indicate the positionhef tuts.
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response, while the bottom plot shows the new Monte Carlogusata showers.
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distance. Figure 9 shows the data/MC comparison for eveuitshgng all of the cuts except for
the kaon mass requirement and the cut on the minimum traskésl distance. As can be seen,
the MC matches the data well, and also reproduces the spikeatdow cluster/track distance.
In our Monte Carlo samples, we allowed at least one of the &tatk particles to be lost. So, a
bremsstrahlung photon can substitute for one of the decatpph. In the default Monte Carlo, no
lost photons are allowed. We surmise that the Monte Carld ursthe previous analysis used the
default behavior.

(a) ne"e™y Data with 5x MC Overlay
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Figure 8: The minimum distance plot (top) and thenergy distribution from the previous 1997
analysis.

After making the cut againgtr® decays, we find theTe~ v+~ mass distributions shown in
Figurel0. A clear peak at the kaon mass is seen. The bacldjrewell-described by the sum of
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Figure 9: The minimum distance between clusters and theqex] upstream track segments for
all events satisfying all requirements except the kaon raadsminimum track distance cuts. The
red histogram is the sum of signal plus background MontedCarhile the dots are the data. The
mysterious spike at low minimum distance is well-represéiity 37° Monte Carlo events.

the27° and37° background Monte Carlo samples.

The final cut applied is a requirement that the: ..., mass fall between 0.490 and 0.505.
Figure 11 shows thete~~ mass for candidates which satisfy the kaon mass requirerrettie
1997 sample we find 46 events over a backgroundloft 1.5 events. For the 1999 data set, our
analysis obtains 86 events with an estimated background.btt 2.6 events.

The mg+.- andme+.-,, Mass distributions for the combined 1997 and 1999 data sets a
shown in Figure 12. Similar plots from our published PRL teate shown in Figure 13. While
the plots are similar, there seems to be more backgrounceiprévious analysis. However, the
signal-to-background ratio is about the same between thahalyses.

4 Branching Ratio Deter mination
The branching fraction is determined from the following eegsion:
BR = (Npoe+e—/Nago) X (€970 /€pocte—r) X BR(K — 7°7°) x BR(1® — eTe™7) x 2

Nroete—~ represents the number of signal candidates, wNilg represents the number of nor-
malization events. The number 8f° candidates is determined by removing the cut against
K; — 7°n° events and counting the number of events in the kaon massnrégim 0.490 to
0.510. In the above expresssiefy. and e ..+.-, correspond to the reconstructéd, — 27°

and K;, — w°eTe” v acceptances, respectively. The factor of two occurs bectgse are two

° per K;, — 7°nw° event. In the previous analysis, the value of BR(— 7°7°) used was
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Figure 10: The reconstructed e~~~ mass for candidates passing all cuts but the cut on the kaon
mass. The data are the dots while the yellow histogram is thet&Carlo simulation o27° and
3w events. The top plot shows the 1997 data and the bottom phetsthe 1999 data.
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Figure 11: The:* e invariant mass for candidaf€; — w°c*e~ v events. The yellow histogram
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Figure 13: The reconstructed e~y mass (top) and*e~ vy mass (bottom) from the published
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(9.36 +£0.2) x 10~*. We are using the latest value @83 + 0.08) x 10~*. To directly, compare
the values one should scale down the previous value by 1l@6value of BR{® — ¢*e~~) used
in both analyses i61.198 4 0.032) x 1072.

In G. Graham'’s analysis the value was BR(— m°cTe™v) = (2.3440.35+0.13) x 1072 for
the 1997 data set. Rescaling by the ratio ofthebranching ratios results in BR;, — 7°e*e )
=(2.21 £ 0.33 £0.12) x 1075,

The acceptance farr® events is 0.48% in the 1997 data set and 0.57% in the 1999 éata s
The difference between the two data sets arises from theassd magnetic field used in 1999.
Ther°ete™~ acceptances are 0.58% and 0.74% for the 1997 and 1999 dateesgectively. The
acceptances for the three modé&sg, — 7°7°, K; — m°n°w° andK; — ©°e*e~ all increased
by about 20-30% between 1997 and 1999. Using the number® alvewobtain:

BR(K; — 7%te™y) = 1.98+0.31 (1997)
BR(K;, — m%te™y) = 2.23+0.26 (1999)

A plot of the results is shown in Figure 14. To check whethenatrour result is consistent with
G. Graham’s result, we compared the statistics betweemthanalyses. We found that of the 45
events in the original sample, 12 are exclusive to that amalf the 46 events in our final sample,
13 are exclusive to our 1997 analysis. Calculating the sueing the exclusive events, and adding
the errors in quadrature, we find that the difference in tHE7I8%anching ratios is:

BR(PRL)-BR(new)= (0.23 & 0.23) x 107%,

where the error is the statistical. So, we conclude thatwleresults are compatible with each
other. The values used to determine the branching ratidvétwo results are shown in Table 2.

5 Systematics

We have broken down our systematics studies into two masseta those that affect the back-
ground level and those that affect the determination of toeptance. Since the backgrounds are
significantly reduced by a few specific cuts, we concentratednderstanding the effects of those
cuts.

Our main tool was to reweight the Monte Carlo events so thetltta/MC comparison agreed.
An example of this can be seen Figures 15 and 16. The first ptovs the37° data/MC overlay
before reweighting. The second shows the effect of the gdvtigig. In this particular case, the
reweighting was done using a linear fit to the ratio, rathantthe actual ratio. The fit was then
normalized so that the average value across the plot was Tmeletermine a systematic error
associated with a given variable, we calculated the bragataitio for the 1997 and 1999 data sets,
separately. Then, we recalculated the background lewel iggitveighting and took the difference as
our systematic. For ther® background, we considered the FUSE3x3 variable andth@pOkin
versusm,,, cut. We also examined ther® » andp distributions. Plots of these variables before
and after reweighting can be seen in Figures 17-19.

The 2 distribution for the37° Monte Carlo does not match particularly well the shape frben t
data as seen in Figure 17. One possibility for this diffeeecmuld be due to the efficiency of the
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Figure 14: The results on th€; — w°e™ e~ branching ratio.
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photon vetoes for the Monte Carlo versus the data. In eveh&evphotons are lost, the decay
vertex is reconstructed downstream of the true decay ve@axe the data/MC comparison for
27 decays looks good, we believe that the acceptance is welkheal for events in which all of
the particles are correctly reconstructed. After reweighthe Monte Carlo events, we find that
the37° background contribution changes by about one percent or so.

The other variable which helps to significantly reducehebackground is the cut against the
ppOkin versusn.,., variable. We parametrized this effect by looking at the eiffsf the normal-
ization in the polynomial as shown in Figure 19. In this figure included both th&7° and the
m°ete”~ Monte Carlo before determining the data/MC ratio. After egyinting we found that the
level of background changed by a very small amount, 0.3%.

For the27® background, we considered tBe® neural net variable, and ti2e° = andp distri-
butions. The neural net variable can be seen in Figure 2@riSuingly, the data and Monte Carlo
match quite well. After reweighting ther® Monte Carlo, we found that the background level
increased by 0.3%.

The second class of systematics relates to the relativgptoe=e between th&;, — 7°7° and
K; — w°ete ~ events. Since we determine thée"e~~ branching ratio by taking the ratio of
thew°m° to m°c*e ™~ acceptances, we are fairly immune to many systematic sfféotdetermine
the systematic effects from various parameters, we rewaigboth ther°z? andn°e* e~y Monte
Carlos by the ratio of data to Monte Carlo for ther® events. In principle we should calculate
the ratios separately for the’z° andr°c™ e~ events, but we do not have the statistics for that.
And, if we did have the statistics, we could just apply therection and have essentially very
little systematic effect to worry about. Here we considgpadameters which affected thén°®
acceptance the most. In particular, we examined the illatron of the Csl, the distribution, and
the pr distribution. Ther°7® momentum distribution matched very well, and we do not dateu
a systematic for it. This is shown in Figure 21.

By far the largest systematic comes from the dependenceedfth— w°¢*e~~ acceptance
on the value ofi,. Figure 22 shows thg? from fits of the K;, — n°e*e~+ Monte Carlo to the
final m.+.-., distribution. As can be seen, there is a minimum arownd= —1.1. However, the
one sigma error bar is from, = —0.8 to -1.40. Using this range as the uncertainty on the value
of ay, we find that the acceptance varies by about 7.6% for the 188vahd 5.4% for the 1999
data. We can try to reduce this systematic by including¥fhatalitz variable in our determination
of ay .

Table 3 lists each of the systematic effects considered lamdeiative shift in the branching
ratio after reweighting. In addition to the studies thatetsabove, we also included systematics
for the measured branching ratios §f, — 7°7° andw® — eTe . This systematic was added
to the combined result rather than individually to the 198@ 4999 result. The final systematic
results from the limited statistics for tRe® and37° Monte Carlo samples. For the 1997 and 1999
samples, we generated about three times the statisticxlbfdsga sample. For thHer® samples,
we generated about two times the statistics. We considemergting more, but decided that given
the time, disk space and effort, that it would not signifitamhprove our result since the result is
statistically limited.

To obtain the final result, we took the weighted average ofi®@7 and 1999 numbers. We
weighted by the combined statistical and systematic effoen, we added the common systematic
errors, that due to the errors on thg, and=° branching ratios, to the final systematic error. The
resultis BRE, — mete™y) =(2.1240.20 + 0.13) x 1075,
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Figure 17: The: distribution for37° events for data (crosses) and Monte Carlo (red). The top plot
shows the events before reweighting while the lower plohshthe same events after reweighting.
This plot shows the largest disagreement between the ddtdharMonte Carlo.
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Figure 19: The3n° ppOkinim.,, variable for37° data (crosses) and Monte Carlo (red). The top
plot shows the distributions before reweighting. For thasiable the reweighting was done after
adding the3n° and ther’e™ e~y Monte Carlos. This is because th&"e~~ events populate the
region right around the cut at zero.
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21° Neural Net Variable
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Figure 20: Thex° neural net variable for events passing all cuts except tbheaheet cut. The
crosses are the data while the red histogram is the Monte Carl
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Figure 21: The comparison of theéx° total momentum.
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Figure 22: The¢? as a function of the value afi; for the final data sample.
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6 Conclusions

We have determined the branching ratio BR( — w°cte™+) using the combined 1997 and
1999 data sets from KTeV. The statistics represents a faft@r5 over the previous 1997 re-
sult, consistent with the increased flux from the 1999 runis @halysis utilizes a number of new
analysis techniques and has a somewhat improved unddrgjaofdthe backgrounds. We find
BR(K, — ete ) =(2.12+0.20 + 0.13) x 1078,
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Stage Cut Requirement
Crunch
2E-NCLUS Require L3 tag bit
Vertexing Require vertex found
Cluster/track match Require all tracks match clusters
E/p E/p>09
HCC clusters Nyce =5
Vertex position Vertex must be in beam.
Five v mass ms, > 0.380
Analysis
Tracking Two opposite signed tracks
Clustering Five hardware clusters
Energy 30 < BT < 210

Background Reduction

Trigger counters

Bad Spills (rur<8245)
(run< 8577)
(run< 10000)
(run> 10000)

E/p

Minimum Cluster Energy

X, y track separation

m° mass (best comb)

Decay vertex

Collar Anti

Beam hole cut

In-time pairs

Transverse momentum

Ring counters
Spectrometer Antis
37° kinematics
Fusiony? cut

2m° kinematics

Track/Cluster distance
Kaon mass

VV’ verification
Reject Mask = 0x1072FFDF
Reject Mask = 0x1073FFDF
Reject Mask = 0x10727FDF
Reject Mask = 0x10727FDB

0.95 < E/p < 1.05
E in>20
DC#, yse, > 0.01
0.130 < m. < 0.140
98 < z < 157
Eoa <12
d > 0.015
No extra intime pairs
pr > 0.003

Erc < 0.05
ESA < 0.1
M~~~ VS PPOKIN cut
FUSE3x3< 4
NN > 0.95

Metory < 0.115, Mgte—ry > 0.150

d > 0.0125
0.490 < mg < 0.505

29

Table 1: List of all cuts used in this analysis.



PRL result 1997 Data

Flux 2.80 x 10 2.87 x 101!
Acceptance (%) 0.72 0.73
Signal Events 48 46

Background 3.6+1.1 4.4+ 1.49

Branching Ratio 2.21 x 10~% 1.98 x 107®

Table 2: Values used in branching ratio calculation.

Systematic 1997 Data 1999 Data
ay dependence 7.6 5.4
MC Statistics 4.2 3.7
FUSE3x3 cut 1.0 0.5
3m° 2 1.0 1.3
37° normalization 0.0 0.4
ppOkin cut 0.3 0.7
3m°p 0.3 0.4
27 background 0.3 0.3
apertures 0.4 0.4
27° 2 0.2 0.2
p2 cut 0.1 0.1
Total 8.8 6.8
K andn® BR 2.8

Table 3: Systematics in percent.
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